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Abstract 

Information sorting is used in a large range of applications and is critical in determining current 

effectiveness, efficiency, and consumption. Sorting is not just essential in data science; it is also an 

important aspect of managing algorithms. It's a difficult challenge to choose the optimal sorting 

algorithm for a certain application. The trade-off between resource use, speed, and area is the basis 

for this. This study establishes a helpful link between sorting and categorization, resulting in a 

general method for speeding up sorting algorithms. In this paper, the performance evaluation of a 

novel sorting technique is implemented by incorporating a sub-array for obtaining the max index 

value from the given sub-array. Then calculate the mid value by divide and conquer tactics then 

proceed to binary search for identified the position of the element. This hybrid approaches yields 

O(nlogn) in the average cases. Sorting is becoming increasingly needed in real-time applications, 

such as real-time visualization, database management systems, sensor fusion, and finite element.  As 

a result, on average, the suggested proposed sorting algorithm with modified Cycle sort outperforms 

the existing Sorting algorithm by 75% in time complexity. The goal of this proposed sorting 

algorithm is a 75%-time efficiency using the existing modified cycle sorting algorithm. 

Keywords:  Sub Array, Max Index, Mid Value, New Sort, Divide and Conquer, Binary Search. 

1 Introduction 

The majority of today's application domains need data be organized under certain capacity. Sorting is a 

method of putting data in order that is used in a multitude of sectors. Sorting is a technique for structuring 

and sifting large amounts of data (Budhani et.al,2021, Bahig et.al, 2019). It's also important in today's 

scientific software and professional data acquisition. Transaction processing, semantics, optimization 
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techniques, genomes, quantum chemical, weather prediction, and astrophysics are just a few examples. 

Computer science has been dealing with practical issues in sorting large amounts of data to several years. 

To achieve the best results, numerous operations with enormous databases demand quickly and 

efficiently sorting algorithms (Omar,2017). As a result, redundancy must be raised in order to build 

efficient sorting algorithms. The style of sorting algorithm employed determines the application's 

efficiency. To choose the optimum effective way, all angle measure about the user's hardware and 

software, as well as the ease of use and database availability, must be considered first (Wickremesinghe 

et.al, 2002). Among the most significant techniques in computer science is sorting.  

The quest for novel techniques and better implementations is a particularly important topic in 

computer science research, given the vast amount of data that we may use as input. This on-going 

research into sorting algorithms has resulted in the development of novel sequential and parallel 

architecture strategies and algorithms (Mohammed, 2017, Alnihoud, ,2010). Because sorting is a crucial 

step in many algorithms, researching fast sorting implementations in new settings such as Graphics 

Processing Units (GPUs) has been crucial to improving algorithm performance (Muthusundari, 2013). 

There are several workloads that are critical, and there are no productivity concessions that can be 

made. In such circumstances, new algorithms must be devised based on the needs.  

Different tactics, like technique of brute-force, divide-and-conquer, randomised, and comparison 

models, have been used to sort the algorithms (Muthusundari, 2013). The complexity of a problem is 

determined by the approach used to solve it (Muthusundari, 2013). The comparison model, which has a 

lower bound complexity of equal to, can be used to attain the lower bound complexity Ω (n log n). 

The summary of the research paper is follows as; the literature review in this research field is 

presented in section 2. Section 3 deals with the proposed algorithm and pseudo code, section 4 with the 

algorithm's execution and details of the complexity analysis, section 5 with the results and comparisons 

to other well-known algorithms, section 6 with conclusions and future work, and section 7 with the 

research work's important references. 

2 Related Works 

Because not all sorting algorithms perform well for the same task, research is required before developing 

or creating one as a result, recent research in the subject of sorting is required. 

(Nicholas Trankle.et.al,2016) has newly designed a pseudo modelling technique known as shadow 

sort. Instead of processing all solutions in order to discover their corresponding Pareto set, Shadow Sort 

addresses all non-dominated mapping by rejecting influenced problems as quickly as possible. Shadow 

Sort was established in Matlab and outperforms Fastest Non-nominated Sort, Best Order Sort, and Merge 

Non-dominated Sort. Determined by the number of targets in the demographic, numerous Shadow Sort 

scenarios are suggested. 

(Javier Moreno.et.al,2020) has suggested the advantages of the merge sort algorithm's properties, 

they compute the hegemony set, or the constraint solver that dominates each solution by comparing the 

MNDS to six well-known strategies that are regarded state-of-the-art in the field. The MNDS 

methodology exceeds the other strategies in regards of the amount of trials and the overall interval, 

according to the statistics.   

(Alen LOVRENCIC,2020) has put forward an optimised circle sort algorithm that, depending on 

statistical analysis, showed to be up to 35% smoother than the predecessor. To increase overall 

effectiveness, the suggested approach proposes a novel, completely equitable interpretation of the centre 
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element and eliminates superfluous procrastination. To sort an aggregate in context, the algorithm 

requires the divide and conquers strategy. The method has many of the same benefits as the merge sort 

algorithm, but it has the advantage of being in-place. 

(NakibAman Turzo.et.al,2020) has recommended a modified cycle sort method, followed by a 

comparison of several sorting algorithms such as Cycle sort and Bubble sort. With it, they also applied 

a variety of additional sorting methods. A completely different notion that is still being is worked out. 

The CPU time consumed by each algorithm was measured using a programme written in Python. After 

indexing, the results were effectively connected. For essential correctness, the report was done several 

times, and it was determined that improved proposed cycle sort had the right approach between all cubic 

filter types where duplicate data was present, and that it was also the most efficient for massive datasets. 

(Md. Shohel Rana.et.al,2019) has proposed a novel sorting technique using Min Finder is developed 

to eliminate the existing drawbacks and outperforms several systematic techniques in terms of 

functionality, simulation efficiency, and complexity analysis. As there have been a number of sorting 

techniques designed, yet these strategies have faster productivity in terms of time and space complexity, 

consistency, accuracy, plausibility, absoluteness, and productivity. 

(Abdul Monem.et.al,2018) has implied a sorting method for parallel processing are presented in this 

study. The suggested methodology organises randomization and preserves those together in word 

document. It has three settings: number of cuts, multi-core, and time. A multitude of matrixes are used 

to partition the dataset. The whole algorithm provides convenient, effective, and ideal outcomes; as the 

count of processing increases, the prediction accuracy decreases. 

(YashGugale,2018) has hinted to minimize the length of time needed to filter; the sorting strategy 

given in this study describes the natural series of sorted entries in an array of numeric values. The 

suggested algorithm has a complexity of O(nlogn), in which n is the total number of entries in the index 

table. On the basis of these criteria, the following table (Table.1) examines existing sorting techniques. 

Table 1: Comparative Study of Existing Sort Methods 

Sorting Algorithm Time Complexity Memory  

Complexity 

Stable 

Best Case Normal Case Terrible Case 

Shadow Sort O(nlogn) O(n) O (n2) O (1) Yes 

MNDS with Merge Sort O(nlogn) O(nlogn) O(nlogn) O(n) Yes 

Circle Sort O (n 2 lgN) O(n2logn) O (n2) O(nlogn) No 

Modified Cycle Sort o(n) O(n) O (n2) O (1) Yes 

Min Finder Sort O (n2) O (n2) O (n2) O (1) No 

Parallel Processing Sort Log n O(n) O(n) O (1) No 

Super Sort O(nlogn) O(n) O(n) O (1) Yes 

Proposed New Sort O(n) O(nlogn) O (n2) O (1) Yes 

3 Proposed Methodology 

The goal of this study is to implement an effective and efficient sorting algorithm with an average case 

complexity of O (nlogn). This can be accomplished by locating the maximum value in the specified 

array, using divide and conquer to compute the midpoint, and then using the Binary search technique. 

The following are the main components of the suggested sorting algorithm: 

• Finding max value 

• Apply divide and conquer 

• Search the element by Binary search 
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The Block diagram of the proposed sorting algorithm is depicted in the fig.1. 

 

Figure 1: Block Diagram of Proposed Sorting Algorithm 

The items can be sorted in ascending or descending order using the proposed sorting algorithm. 

Throughout each execution to the sorting algorithm, it runs through the three steps below. When the 

threshold standards are fulfilled, the innermost iterative call returns. Finally have a completely sorted 

array at the end of the latest execution. The procedure is as follows: 

3.1. Foresighted Selection 

The array will point to the first position in the given input list which is stored in the index 0 as assigned 

the initial largest member is called maxi element then assigning first element of the array to x. Creating 

a sub-array by excluding the first element of the original array and subtracting x value from each element 

of the original array. Finding the maximum of the sub array starting with the index value “ind” is altered. 

This recently eliminated element is now the ‘current highest,' and it is compared to another entry in the 

unsorted list. This decision continues until the unordered list reaches its end. Finally, a ‘forward sorted' 

sub-list with members in increasing order is generated, as well as an unordered list is less than its earlier 

size. 

3.2. Hind Sighted Selection   

The last element is chosen as the ‘present highest' element in this stage. It inserts the component again 

from unsorted list to an unfilled ‘backward sorted' array, that further holds all the filtered elements from 

the discrete segments pass. Then, in reverse order, it checks the ‘present biggest' with the second member 

in the unordered list. This decision continues until the unordered list reaches its end. Finally, a 'reverse 

sorted' sub-list is formed, with members in increasing order, as well as an unordered list that is smaller 

than before. 

3.3. Amalgamation 

The unsorted list is subdivided out from midway to make specific unsorted left and right sub-lists while 

generating the ‘intermediate sorted 1' collection. The mid value is determined by applying divide and 

conquer manner. This method is called iteratively on both the conservative and liberal unsorted sub-

lists. The two individual sorted sub-lists are combined using the agglomerative approach to form the 

'intermediary sorted 1' list. At the end of this stage, two sub lists are done. The two possibilities are the 

unsorted list (which is shorter than present length) and the 'intermediary sorted 1' list. 
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3.4. Boundary Conditions  

The algorithm accepts if the unsorted sub-list has worse than one element. Because both foresighted and 

hind sighted selection, it removes elements from the given array, then continues until forward selection 

may result becoming null. As a result, after forward selection, the array's width must be at least one; 

otherwise, the backward selection technique will be worthless. 

3.5. Proposed New Sort Algorithm 

Algorithm New-Sort Algorithm 

//Input : List L(Contains n elements) 

//Output : List L(Sorted Order) 

num=int(input()) #Input for total number of elements in an array 

arr=list(map(int,input().split()))  #Input for elements of the array 

x=arr[0]#Assigning first element of the array to x. 

sub_arr=[ele-x for ele in arr[1:]] # creating a subarray by excluding the first element of the original 

array and subtracting x value from each element of the original array. 

for ind in range(num-1): 

maxi=max(sub_arr[ind:]) # Finding the maximum of the subarray starting with the index value 

“ind”. 

index=sub_arr. Index(maxi)#getting the index value of the maxi element of the subarray. 

sub_arr[ind],sub_arr[index]=sub_arr[index],sub_arr[ind]#swapping the “ind” index element and 

the maxi element in subarray. 

arr[ind+1],arr[index+1]=arr[index+1],arr[ind+1] #swapping the maxi element and ind+1 indec 

element in original array. 

left=1;right=num-1;index=0 

while left<=right: # This is nothing but binary search operation. This is done to find the correct index 

to place the x element. 

    mid=(left+right)//2 

    if left==right: 

index=mid-1 if x>arr[mid] else mid+1  #Using ternary operator i.e if x>mid-1 then index becomes 

mid-1 otherwise index becomes mid+1. 

    if x>arr[mid]: 

        right=mid-1 

elif x<arr[mid]: 

        left=mid+1 

delarr[0]#deleting the element at index 0. 

arr.insert(index,x) # inserting the deleted element that is already stored as x in the index found using 

the binary search operation. 

print(*arr) 

 

3.5.1. Discussion of a Proposed New Sort Algorithm 

The main purpose of a proposed methodology is to study and analyze the performance of the proposed 

sorting algorithm with existing sorting algorithms like Improved cyclic sort and Modified cycle sort. 

And to demonstrate performance with existing modified cycle sorting with 75% efficiency. 
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The proposed algorithm accepts n total inputs in a random ordered array. Then it selects the first 

element as x and removes it from the list L, and it subtracts each element in an array with the x value to 

find a new array. The algorithm starts by applying the first step of finding the maximum value in the 

new array. The maximum value index is found. The divide and conquer strategy is used in the new array 

with the index of the maximum value during the second phase. Consequently, the list is divided into two 

toe lists, L1 and L2. A binary search technique is used in the third phase to sort the array into ascending 

or descending order. 

4 Performance Analysis of the New Sorting Algorithm 

4.1. Best Case 

The new sorting algorithm selects the sequence of sorted elements by traversing from the given input 

list in forward and backward direction. If the items are already in sorted manner, it will choose them in 

continuous order in the first iteration. As a result, the temporal recurrence relation in this scenario will 

be considered as T(m) = O(m), where m denotes the number of elements. 

4.2. Terrible Case 

Sorting all the elements will take 2n steps if the algorithm adds only one element at a time to the sorted 

list for each forward and backward direction. Due to the mean and merge strategy, even though 

components like 4 and 3 occur various times in the given array list, they appear once when separated 

into two sub lists. As a result, T(n) = O is the worst-case temporal complexity (n2). 

4.3. Normal Case 

The given input list is a normal sequence of numbers, then the temporal recurrence relation is T(n) = O 

(nlogn). 

5  Results 

Sorting algorithms are generated by software programmers to sort any unordered lists in a given array, 

independent of their original order or list length. If the given lists are sorted, then Searching becomes 

easier. The proposed sorting algorithm is written in the Python programming language. The tests were 

performed on a Windows operating system with a 2.4 GHz Intel Core i7 processor and 8 GB hard disk 

of 1076 MHz DDR3 memory. The experimental test was carried out using empirical data (integer 

numbers) produced at random using standard Python library methods. Table 2 presents the results in 

order of increasing complexity. 

Table 2: Performance of the Algorithm 

Input Size (n) Execution Time (milliseconds) 

Best Case Normal Case Terrible Case 

100 0.05 0.33 0.34 

1000 0.68 5.45 55.24 

10000 10 85.01 242.76 
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Figure 2: Performance of the Algorithm 

 

 

Figure 3: Results of the Proposed Sorting Algorithm 

For the effectiveness and precision, we casted the programme 10 times for each algorithm with same 

input and we took the mean value of time. And our time measurement unit is milli second.  This section 

depicts a comparison study utilising a variety of measures such as time complexity is presented in table 

3. 

Table 3: Comparative Performance Analysis of Proposed Sorting Algorithm with Existing 

Input Size (n) Execution Time (milliseconds) 

Improved Circle Sort Modified Cycle Sort Proposed Sort 

100 .39 1.505 0.33 

1000 3.89 213.1 5.45 

10000 55.84 351.90 85.01 

 

Figure 4: Comparative Performance Analysis of Proposed Sorting Algorithm with Existing 
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6 Conclusion and Future Works 

With a comparison of existing sorting algorithms, such as Improved Circle sort and Modified Cycle sort, 

the proposed sorting algorithm has effectively demonstrated its performance efficiency in time 

complexity. In a smaller data set of random number sequences, the suggested sorting algorithm is 88 

%accurate, whereas in a bigger data set of random number sequences, it is 76% accurate. As a result, on 

average, the suggested sorting algorithm outperforms the existing Sorting algorithm by 75%. 

This paper discusses a comparison between the new suggested proposed algorithm and Improved 

circle sort and Modified cycle sort. Its categories the performance of these algorithms for the same given 

set of elements (100, 1000, 10000). For small input the performance of the comparative techniques is all 

nearest, but modified sort takes lesser performance. For the large input Improved cyclic sort is the fastest 

and the Modified cycle sort is the lowest performance. The proposed sort is having lesser performance 

with the improved cyclic sort and having much higher performance than Modified cycle sort. In this 

initial step of this research, the proposed is proving 75% efficiency than the modified cyclic sort. Hence 

the objective is proved. Further step for future work; in the future we will improve our algorithms to 

optimize software’s in searching method and retrieve data and too much efficient than Improved cyclic 

sort. 

The algorithm is defined in the Python programming language for ease of implementation. Because 

Python lacks pointers, each recursive call on the sub-list requires the creation of new left and right sub-

lists. We can't alter the same list again since, unlike an array, this will reorder the integers because Python 

lists are mutable. Simply rearrange the pointers so that they point to the second bigger element in the 

ordered list to combine the sections. We can also provide the linked lists after link realignment instead 

of building new sub-lists for recursion. As a result, future work will focus on eliminating some 

intermediary steps and implementing the method in C or C++ using pointers, with the results compared. 
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