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Abstract 

Privacy has become a significant factor of e-Health system in the area of data mining termed as 

Privacy preserving data mining (PPDM) as it can uncover underlying rules and hide sensitive data 

for data sanitization. Various algorithms and heuristics have been studied to hide sensitive data using 

transaction removal. However, they are facing challenges to attain the reasonable side effects. Thus, 

rain optimization algorithm (ROA) based sensitive data hiding techniques is proposed in this paper. 

Using this algorithm, suitable transactions to be removed are selected. Besides, in this work, ROA 

based two frameworks are designed for data sanitization that are simple ROA to remove transaction 

(sROA2RT) and pre-large ROA to remove transaction (pROA2RT). In this algorithm, fitness is 

evaluated based on four side effects such as hiding failure, artificial cost, missing cost and 

dissimilarity of database. The proposed frameworks are evaluated using three e-Health datasets. 

Compared to previous frameworks, the proposed frameworks attain reasonable side effects.   

Keywords: PPDM, ROA, sROA2RT, pROA2RT. 

1 Introduction 

In general, hospitals store a large amount of patient health data, including family medical history, chronic 

diseases, medications, dosing, vaccinations, and so on. It is extremely difficult to manage and maintain 

the massive amount of health data collected from patients. 

However, the growing volume of public health data necessitates the development of a secure and 

collaborative framework that will enhance data transparency and assist the public health ministry in 

providing the most reliable access. Nevertheless, centralising of those kind large amounts of sensitive 

data and granting third-party access to such data raises privacy issues. 
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With the rapid development of data mining schemes in recent decades, significant data can be easily 

obtained to assist doctors in e-Health system (Aggarwal et al ,2008), (Chen et al ,1996), (Agrawal et 

al,1993). Various data mining techniques help to obtain the necessary data from many specific requests; 

Knowledge gained from these techniques can be categorized into association rules, regularization 

methods, classification, clustering, and application mining. Association-rule mining is a method applied 

to find relationships between attributes in large databases (Dede et al ,2020), (Yang et al, 2020), (Wenzhe 

et al, 2017). 

Conventional data mining methods evaluate databases to discover possible relationships between 

attributes. Few applications require protection from disclosure of personal, confidential or secure data 

such as patient’s ID, symptoms, and treatment history. These data contains confidential information and 

may pose a privacy threat if misused. Several heuristic algorithms (Evfimievski et al ,2002), (Wu et al 

,2019), (Lin et al, 2015), (Wu, J. M. T et al, 2021) have been presented to choose the suitable data to 

filter in the original database to completely hide important data. Along with the personal data the scope 

of proprietary information can extend to e-Health systems. Some of the information shared between 

hospitals can be extracted and used by other doctors, which can increase benefits for organizations, but 

also threatens the spread of sensitive data.  

PPDM offers to reduce the privacy threat by hiding sensitive data and allows the extraction of 

necessary information from the database. When important information is completely hidden, there are 

serious side effects such as lost costs and artificial costs. The optimal selection of data in the process of 

data sanitization is to be an NP-hard problem. (Lin et al,2015) first applied the genetic algorithm (GA) 

for PPDM to sanitize the sensitive data. Several new PPDM algorithms and frameworks have been 

actively developed recently. Although those models are more useful than standard methods of data 

cleansing, need to attain reasonable side effects.  Thus, this work has the objective to present a heuristic 

optimization algorithm with less processing time for data sanitization. 

• For hiding the sensitive data in the database, rain optimization algorithm (ROA) is presented in 

this paper. As the algorithm has good convergence speed and solution selection time, it is 

chosen. This algorithm is used to select the suitable transactions to be removed. 

• Besides, based on the ROA, two frameworks such as sROA2RT and pROA2RT are developed. 

• In this algorithm, fitness is evaluated in terms of the side effects. Along with three side effects, 

dissimilarity of the database is also considered as the one of the factors for fitness calculation.  

The following sections organize the paper as follows. Section 2 reviews the articles which presented 

sensitive data hiding techniques. Section 3 proposes Hiding Sensitive Medical Data Using Simple and 

Pre-Large Rain Optimization Algorithm through Data Removal for E-Health System. Performance of 

the proposed frameworks is analysed in terms of side effects in section 4. Section 5 concludes the work. 

2 Related Works  

This section focuses to review the recent literatures which presented different sensitive data hiding 

techniques. Among them, (Wu, J. M. T et al,2021) presented GA-based system for hiding sensitive 

medical information. In this approach, varied threshold values were set depend on the varied lengths of 

sensitive patterns. The authors have chosen a tighter threshold to offer better security of sensitive data 

as the length of the pattern increases. It leads to protect the identity of the patients in the e-Health 

datasets. For data sanitization, they designed two model based on GA using record deletion methods. 

Because of the proposed scheme, the authors achieved better outcomes in terms of side effects. 
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(Lin, J. C. W et al,2019) proposed a sanitization method to hide sensitive data in the environment of 

IoT. In the sanitization method, the authors included the hierarchical-cluster scheme. Besides, they 

presented multi-objective particle swarm optimization algorithm for balancing the side effects such as 

database dissimilarity, artificial cost, hiding failure and missing cost during the process of data 

sanitization. They compared their proposed model with the approaches based on multi-objective NSGA-

II and single-objective cpGA2DT. By presenting the proposed model, the authors achieved better results 

in terms of hiding failure (Mileva, A., 2022).  

(Lin, J. C. W et al,2019) proposed a multi-objective algorithm termed as Non-dominated Sorting GA 

to delete transaction abbreviated as NSGA2DT with two models to hide the confidential data by the 

deletion of transaction using the NSGA-II model. In this approach, the authors considered database 

dissimilarity as the one of the factors for balancing the side effects. The proposed multi-objective model 

provided more solutions than single objective algorithms. Thus, the proposed has the flexibility to find 

the suitable transactions to be deleted based on the preference of users. Besides, the authors presented 

Fast Sorting strategy (FSR) to select the optimized transaction to be deleted pre-large concept for speed 

up the execution. Due to the proposed schemes, the authors attained reasonable side effects.  

Collaborative data mining can sometimes reveal sensitive patterns within data that may not be 

desirable to the data owner. Sensitive Pattern Hiding (SPH) is a subset of data mining that solves this 

issue. Nevertheless, most methods used to hide sensitive models have high side effects on insensitive 

models, reducing the usefulness of the sanitized dataset. Moreover, most of them are sequential in nature 

and cannot handle large quantity of data and often result in high processing time. To overcome these 

non-feasibility and utility issues, (Sharma et al, 2020) presented two parallelized methods known as 

parallelized grouped victim item removal abbreviated as PGVIR and parallelized hiding candidate 

removal abbreviated as PHCR. These methods performed depending on spark parallel computing 

system. These proposed methods caused lesser side-effects to the data.  

There are various mechanisms proposed by researchers using evolutionary methods for sensitive data 

hiding. These evolutionary methods hide sensitive patterns by deleting sensitive transactions. The 

biggest challenge facing the algorithm is failure of sensitive models and loss of data. The efficiency of 

the evolutionary algorithm decreases further when applied to dense data sets. Thus, (Jangra et al,2020) 

presented PSO inspired algorithm based on victim item deletion abbreviated as VIDPSO for sanitizing 

the dense datasets. Every particle in the algorithm has n count of sub-particles defined from already 

computed victim items. This algorithm was highly exploratory to find the solution space to choose the 

best transactions. Because of the proposed scheme, data loss was reduced. In the past, several heuristics-

based approaches were introduced to sanitize the sensitive data in PPDM. They mess with the original 

database to hide sensitive data using delete or additional actions. This is termed as NP-hard problem. 

Thus, (Ahmed, U et.al, 2021) proposed data privacy in heterogeneous IoT networks. Namely, the authors 

presented a technique based on deep re-enforcement learning for sanitizing the sensitive data of the 

dataset. Besides, the authors considered known side effects to be minimized. Experimental analysis of 

the proposed scheme was executed on both real time and synthetic datasets. Results of the article depicts 

that the proposed scheme attained reasonable hiding failure results.  

3 Proposed Methodologies 

3.1. Preliminaries 

Consider  LLLL n,....,, 21= as set of n attributes in a recognizable health dataset D. The dataset D is 

included with set of records about recognizable information i.e.,  RRRD m,....,, 21= . Each attribute 
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has rq  values as well as one empty value i.e.,  lrllL
qqq

q
q

,......,,, 21= . Besides, the dataset D has set of 

transactions which is denoted as  tttD m,....,, 21= , here each transaction has set of records. A minimum 

support threshold is predefined and denoted as . Consider the support count of attribute as sup ( L j ). A 

set of attributes can be considered as ( )Lfreq j  if sup ( L j ) is greater or equal to and defined in (1), i.e., 

( )
( )

=
D

L
Lfreq

j

j

sup
                                             (1) 

The main role of PPDM is to hide the sensitive attributes with lesser side effects Figure 1 

Illustrates the relationship between the attributes before and after the process of PPDM. In the figure, 

H denotes the large attribute set of D, I denotes the sensitive attributes described by users that are large, 

I’ denotes the non-sensitive attributes that are large and H’ denotes the large attributes after the deletion 

of few transactions.  

 

Figure 1: Relationship between the Attributes Before and After the Process of PPDM 

Definition 1: The hiding failure is described as the failure to hide the sensitive attributes after the 

process of data sanitization. It can be denoted as . Here, 'HI = . The value of  should be zero. 

Figure 2 illustrates the side effect of .  

 

Figure 2: Side Effect of  

Definition 2: The missing cost is described as the attribute which is not retrieved from the database. 

This missing attribute is a non-sensitive large attribute in the actual database. The missing cost is denoted 

as  . Here, ( ) ''' HIHHI −−=−= . Figure 3 illustrates the side effect of  .  
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Figure 3: Side Effect of


 

Definition 3: The artificial cost is defined as the set of large attributes in the sanitized dataset may 

not appear in the large attribute of original dataset. It can be denoted as . Here, HH −= ' . Figure 4 

illustrates the side effect of .  

 

Figure 4: Side Effect of  

Definition 3: Along with these side effects, another measurement is considered that is known as 

dissimilarity of database. It measures the count of removed transactions between the original and 

sanitized database. It can be defined in (2) as follows, 

'DDDis −=                                                     (2) 

Here, D and D’ denote the original and sanitized database respectively.  

3.2. Data Hiding Using ROA Algorithm 

To select the suitable transactions to be removed for hiding sensitive attributes, ROA based model of 

sROA2RT and pROA2RT is presented in this paper. Consider set of sensitive attributes to be hidden as 

defined in (3). 

 slslsl k,....,, 21=                                           (3) 
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To hide the sensitive attributes using the proposed algorithm via transaction removal the support 

count of a sensitive attribute should be less than the threshold of minimum support. Here, each 

transaction to be removed should have any of the sensitive attributes in . Namely, D’ is attained from 

D, where each tj in D’ should have any of the sensitive attributes in  . The selection of suitable 

transactions to be removed using ROA algorithm is described as follows: 

The ROA is a nature-inspired algorithm that is designed based on the behavior of raindrops. This 

algorithm is useful for searching and finding an optimal solution from a large search domain within an 

acceptable CPU time. The steps involved in the data hiding process are explained below; 

Step 1: Solution initialization:  In this technique, all raindrops in a population indicate the solution. 

Initially, we generate the solution randomly. The initialization of 
thj  drop is described in (4) below, 

   NjSSSSD j
j
rop ,.....,3,2,1,, .....3,21 =          (4) 

Where, the size of the population is denoted as N, jS  denotes the candidate solution or raindrop. In 

this work, the candidate solution represents the suitable transactions to be removed for hiding sensitive 

attributes.  The candidate solution jS is represented in (5); 

  zlDttS ijij = 1;, '               (5) 

Here, t i
denotes the transaction to be removed. z denotes the count of removed transactions and it 

can be calculated by summing the difference between the count of sensitive attributes and the minimum 

support count as in (6).  

 ( ) ( )( )
=

+−=
k

i

i Dslfreqz
1

1

                 

(6) 

Step 3: Fitness calculation: We evaluate each solution's fitness after the solution initialization 

process is finished. Fitness of each solution is defined depend on hiding failure, artificial cost, missing 

cost and dissimilarity and is defined in (7)  

( ) 4321min +++= DisFit j                              (7) 

Here, Disand ,, denote the hiding failure, missing cost, artificial cost and dissimilarity 

respectively.  4321 ,, and  denote the weighting parameters.  

Step 4: Update the solution: For updation processes following steps are utilized. During 

optimization, a random point can be generated near the drop.  jth drop's neighborhood point q is described 

as NP
j
q  . A neighbor point of the drop is created based on the following condition (8). 

( )

pm

npnforruNPGu

sj

m
j
n

j
G

,.....,3,2,1

,.....,3,2,1ˆˆ

....,,3,2,1

=

=−

=

           

(8) 

Where np represents the number of neighbouring points and u pˆ represents the unit vector of the pth 

dimension, r represents the magnitude of the neighbourhood. The r is calculated using equation (9). 
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( ) ritrfr initial=
                                         

(9) 

Where, f(itr) represents the function utilized to limit the size of the neighbourhood within iterations 

and rinitial represents the early dimensions of the neighbourhood.  

Dominant drop: The leading neighbour point ( NP
j

d ) is one of the points selected from the drop’s 

(Gj) neighbour point, which satisfies the below condition (10) and (11), 

( ) ( )NPFitGFit j
d

j                                                               (10) 

( ) ( )NPFitNPFit i
d

i
q                                                    (11) 

Process of explosion:  The explosion procedure is started to address the drop's position if it does not 

have enough nearby points or is unable to continue the search process to reach the optimal minimum. 

Using equation (12), we can generate the number of neighbouring points in this explosion process.  

cenpbenpE =                          (12) 

Where, the number of neighbouring points without the explosion process is represented as 
np

the 

explosion counter is represented as 
ce

 and the number of neighbouring points generated in the explosion 

process is represented as Enp
 

The rank of raindrop: Every iteration uses (13), (14) and (15) to determine rank (R) for every 

raindrop. The merit order list uses this rank. 

( ) ( )G jFitG jFit
t

V
iterationfirstatiterationthat

j
t −=1

     

(13) 

( )G jFit
t

V
iterationthat

j
t =2

                                

(14) 

( ) ( )  21 21 += VorderVorderRa
j
t

j
t

j
t         (15) 

Where, the difference between the fitness function of drop Dj at the first iteration and tth iteration is 

represented as 1V
j
t , the fitness function of drop Dj at tth iteration is defined as 2V

j
t , ( )1Vorder j

t  and 

the orders of V1 and V2 at tth iteration is denoted as ( )2Vorder j
t when they are organized in ascending 

order, the weighting coefficients are denoted as  1 and  2 , that are assumed as 0.5 and the rank of a 

rain drop is described as R
j
t .  

List of merit order: For each iteration, the ranks of the raindrops are organized in order of ascending. 

A drop with a low ranking may be taken from the list, and some drops may be granted important rights. 

The optimal solution or map function is the drop with the minimum fitness function. 

Step 5: Termination: The above process is repeated till the minimum fitness function is achieved. 

Otherwise, the algorithm is terminated. The ARO algorithm is presented in table 3 

3.3. Algorithm for sROA2RT and pROA2RT  

The sROA2RT algorithm includes a simple ROA algorithm for hiding sensitive attributes by transaction 

removal. Initially, high frequent attributes H is attained in line 1. From line 2 to 6, projection of 

transactions having any of the sensitive attributes is described. From 7 to 10, initialization of solutions 

is described. Here, solution represents the transaction ID in the projected database D’ for transaction 
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removal. It leads to hide the sensitive attributes. Line 12 describes the calculation of fitness using the 

side effects. From line 11 to 16, updating of solutions is described. From line 17 to 25, the fitness values 

are sorted in the list of descending order. From the list, the solutions with top-half fitness are chosen and 

these are merged with randomly generated half population of solutions if maximum iterations is not 

attained in the algorithm. Otherwise, the algorithm will be terminated. In this sROA2RT algorithm, the 

original database is rescanned using fitness calculation to find the missing attributes and artificial 

attributes.  

 
pROA2RT algorithm performs based on the pre-large concept. Using this algorithm, missing and 

artificial attributes are calculated at each iteration without rescanning the original database. The pre-

large attributes (PL) perform like buffers. They reduce the attributes movement from large to small and 

inverse when the transactions are removed. Algorithm 2 describes the steps of pROA2RT algorithm. 

Like sROA2RT, pROA2RT algorithm performs. Nevertheless, the generation of pre-large attributes in 

line 2 reduces the time for rescanning the original database during the process of fitness evaluation. This 

algorithm leads to reduce the execution time for selecting the optimal solutions.  
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4 Results and Discussion 

The proposed frameworks are simulated in the platform of python with the system having Intel Core i5 

processor and 6GB of memory. These frameworks are evaluated using three databases such as Heart 

Disease (HD), Heart Attack Prediction (HAP) and Mushroom (Fournier-Viger P et al,2016). HD and 

HAP are download from the UCI (University of California, Irvine) machine learning repository. 

Mushroom dataset is the real time dataset related to the gilled mushrooms with 23 species. Besides, these 

frameworks are analysed in terms of the four side effects and execution time. Besides, the performance 

of the proposed sROA2RT and pROA2RT is compared with that of sGA2RT and pGA2RT in which 

GA is used for hiding the data.  

4.1. Performance Analysis in Terms of Execution Time 

In this section, execution time of the different frameworks is analysed by varying sensitive percentage 

of frequent attributes using different datasets. Execution time defines the total time to execute the data 

sanitization scheme. Figure 5 illustrates the execution time analysis using mushroom dataset. As 
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depicted in the figure, execution time of pGA2RT is reduced to 83% that that of sGA2RT as pGA2RT 

uses the pre-large concept. However, compared to sGA2RT and pGA2RT, sROA2RT and pROA2RT 

attain better execution time as the ROA has better convergence speed than GA. Namely, sGA2RT and 

pGA2RT attains average execution time 31s and 5s respectively while sROA2RT and pROA2RT 

obtains that 25.25s and 3.57s respectively. The execution time analysis using HD dataset is illustrated 

in figure 6. As depicted in the figure, execution time of sROA2RT is reduced to 26% than that of 

sGA2RT. Besides, compared to pGA2RT, execution time of pROA2RT is reduced to 21%. Figure 7 

illustrates the execution time analysis using HAP dataset for varying sensitive percentage of frequent 

attributes. The sGA2RT and pGA2RT attains average execution time 9.5s and 6.5s respectively while 

sROA2RT and pROA2RT obtains that 7s and 5.25s respectively. 

 

Figure 5: The Execution Time Analysis Using Mushroom Dataset 

 

Figure 6: The Execution Time Analysis Using HD Dataset 
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Figure 7: The Execution Time Analysis Using HAP Dataset 

4.2. Performance Analysis in Terms of Hiding Failure 

In this section, hiding failure of the different frameworks is analysed by varying sensitive percentage of 

frequent attributes using different datasets. It denotes that the confidential information is supposed to be 

hidden, despite the fact that it remains after the sanitization process. Figure 8 illustrates the hiding failure 

analysis using mushroom dataset. As illustrated in the figure, pGA2RT and pROA2RT have fewer 

hiding failure compared with other two frame works at 10% of sensitive frequent attributes. Also, 

sROA2RT and pROA2RT have fewer hiding failure than other frameworks at 15% of sensitive frequent 

attributes. The hiding failure analysis using HD dataset is illustrated in figure 9. From the figure, the 

reasonable hiding failure is attained for four frameworks when frequent attributes of 5% are used. Figure 

10 illustrates the hiding failure analysis using HAP dataset for varying sensitive percentage of frequent 

attributes. As depicted in the figure, the four frameworks attain reasonable hiding failure while using 

5%, 10% and 15% of frequent attributes from HAP dataset. 

 

Figure 8: The Hiding Failure Analysis Using Mushroom Dataset 
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Figure 9: The Hiding Failure Analysis Using HD Dataset 

 

Figure 10: The Hiding Failure Analysis Using HAP Dataset 
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Figure 11: The Missing Cost Analysis Using HD Dataset 

 

Figure 12: The Missing Cost Analysis Using HAP Dataset 
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Figure 13: The Dissimilarity Analysis Using Mushroom Dataset 

 

Figure 14: The Dissimilarity Analysis Using HD Dataset 

 

Figure 15: The Dissimilarity Analysis Using HAP Dataset 
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5 Conclusion  

To obtain the reasonable side effects during the process of data sanitization, ROA based two frameworks 

have been designed in this work. Using sROA2RT and pROA2RT, the suitable transactions to be 

removed are chosen optimally. The pROA2RT algorithm has been presented to reduce the execution 

time without rescanning the original database as the sROA2RT algorithm rescans the original database. 

Along with the side effects such as hiding failure, artificial cost and missing cost, database dissimilarity 

also has been considered to evaluate the fitness function. The proposed frameworks have been evaluated 

using HD, HAP and mushroom datasets. Results of the article showed that the proposed sROA2RT and 

pROA2RT frameworks attained better execution time and side effects than GA based frameworks. In-

depth experimental results have shown that the proposed approach can effectively achieve a higher 

fitness value and attempt to hide a greater amount of sensitive information than previous attempts.  As 

a result, similar health-care systems in the real world are typically quite comprehensive. The two health 

databases used in our experiments demonstrated that the proposed methods are suitable for use in a 

clinical setting while also ensuring the security and privacy of patient information. Designing an 

effective PPDM algorithm for the multi-objective problem is difficult but extremely valuable. In our 

future research, we will incorporate the multi-threshold model to secure more confidential information 

for end-users. This issue could also be investigated as a potential future direction for the PPDM research 

topic. 
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