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Abstract 

In recent years, online social networks (OSNs) have become a huge used platform for sharing 

activities, opinions, and advertisements. Spam content is considered one of the biggest threats in 

social networks. Spammers exploit OSNs for falsifying content as part of phishing, such as sharing 

forged advertisements, selling forged products, or sharing sexual words. Therefore, machine 

learning (ML) and deep learning (DL) techniques are the best methods for detecting phishing attacks 

and minimize their risk. This paper provides an overview of prior studies of OSNs spam detection 

modeling based on ML and DL techniques. The research papers are classified into three categories: 

the features used for prediction, the dataset size corresponding language used, real-time based 
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applications, and machine learning or deep learning techniques. Challenges and opportunities in 

phishing attacks prediction using ML and DL techniques are also concluded in our study. 

Keywords: Spam Detection, Social Media, Twitter, Machine Learning. 

1 Introduction 

Online Social Networks (OSNs) have become an essential part of people’s lives, allowing them to 

communicate and engage on a large scale. OSN refers to many information services that many people 

use (Barbier, G., 2011). The growing capabilities and popularity of OSNs have attracted many users. 

Twitter, for example, had 330 million monthly active users in 2021 (Delle, F.A., 2022). Twitter is a 

microblogging service that allows users to construct tweets (i.e., short messages). Tweets may include 

text, images, videos, or URLs. URL is commonly referred to as a website address on the World Wide 

Web (WWW). The increasing use of OSNs makes them an ideal source for data, and so have 

cybersecurity threats (Cortizo, J., 2009) (Alharbi, A., 2022). The COVID-19 pandemic has led to an 

overabundance of information on social media, with people sharing news, and opinions on a massive 

scale. However, not all information shared is accurate or misinformation related to COVID-19 (Mourad, 

A., 2020). Also, a face advertisement with phishing links was increased cording to scam the users. 

Cybersecurity threats include a wide range of potentially illegal behaviors on OSNs (Razzaq, A., 2013). 

The most widespread type of cybersecurity attack is phishing (Alharbi, A., 2022). Phishing is an online 

identity theft, which is one of the social engineering attacks in which the attacker tries to steal a user’s 

personal information and sensitive data (Goel, D., 2018). Spammers rapidly exploit OSNs for falsifying 

content as a part of phishing. A spammer is a user who sends an enormous number of irrelevant contents 

to the receiver without the receiver’s permission (Tandon, A., 2022). Furthermore, a recent report by the 

Anti-Phishing Working Group (APWG) shows that in the second quarter of 2022, many 1,097,811 

phishing attacks were observed, which is the worst quarter that APWG has ever observed. Moreover, 

threats on OSNs continued to rise with a 47% increase from the first to the second quarter of 2022. 

Machine learning (ML) and data mining (DM) techniques (Goel, D., 2018), are currently employed to 

detect phishing attacks and spammer users. Machine learning is a scientific study of algorithms and 

statistical models used to utilize computers to operate human tasks. DM is the process of discovering 

previously unknown, valid patterns and correlations in a dataset using advanced data analysis techniques 

to increase the results accuracy of ML algorithms (Seifert, J.W., 2004). Some researchers apply ML to 

detect phishing attacks by depending on detect URLs malicious links spread through OSNs, which is 

known as the URL-based level. Other researchers focus on analyzing the spam content for the spammer’s 

users over social media, which is known as the content-based level, and others depend on detecting the 

nature of the spammer account itself (account-based level), and the most recent researchers focus on 

using a hybrid of the three levels. At the phishing content detection level, natural language processing 

(NLP) was used for extracting a complete meaning from free text (Kao, A., 2007) (Pais, S., 2022), and 

it was applied to detect phishing content from a legitimate one, including machine translation and 

information extraction. However, datasets from OSNs are vast, noisy, and dynamic. Extracting useful 

information from OSNs data is only possible with DM (Baatarjav, E.A., 2008). With automated 

processing, OSNs data analysis becomes feasible in a reasonable amount of time. For example, highly 

insignificant tweets on Twitter make the data noisy. Furthermore, it is critical to consider frequent 

changes and updates over short intervals. DM can assist in overcoming the mentioned challenges and 

understanding data better to use them for research purposes (Baatarjav, E.A., 2008). Applying DM 

techniques to large OSN datasets has the potential to detect phishing attacks and spammers (Cortizo, J., 

2009) (King, I., 2009). Additionally, there are three challenges discussed for detecting spam content in 
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social media: Language, dataset size, and time that the model takes for detecting the phishing content, 

and it affects the system deployment in real-time. 

This paper presents an overview of related research on ML and DL techniques used to detect phishing 

attacks on OSNs. The main contributions of this paper are the following: 

• Classify OSNs spam detection techniques-based ML and DL. Classification is based on several 

perspectives, including the features used for detection, dataset size, and real-time.  

• Reviewing the previous research for OSN spam detection over the period 2010 to 2022, according 

to different spam types, and determining the ML algorithms used for detection. 

• Emphasizing challenges and opportunities in OSNs spam detection.  

The rest of the paper is structured as follows. Background about phishing attacks on social media are 

presented in section 2. Section 3 explains the literature selection methodology. Literature review papers 

are explained in detail in section 4. Discussion and results are shown in section 5. 

2 Phishing Attack on Social Networks 

Due to the significant financial gain and global publicity that OSNs, spammers use them and disseminate 

false and misleading information, so that users tricked illegally. On OSNs, there are different kinds of 

spammers (Kandasamy, K., 2014):  

• Phishers: Spammers’ accounts distribute malicious URLs in their tweets. When other users click 

these links, they lured to steal their personal information. 

• Malware: Propagators tweet malicious links. When users click on the links, malware downloaded. 

• Marketing users: Focus on spreading advertisements for products. This type of spammers is not 

harmful because their target is popularizing their business. 

• Adult content propagators spammer: Spammers tweet adult content with an attached link, which 

redirects the user to a malicious website after clicking it.  

To detect the phishing content on OSN, there are three primary factors that should be considered, 

URL attached into the social content, social content itself, the user account who shares the content. Each 

of the factors explained as the following: 

1. URL attached into the social content: URL is the widely attack approaches for phishing attacks. 

Therefore, the components of URLs should be understood to detect phishing attacks. There are different 

features to detect whether the URL is phishing or not, such as Internet Protocol address (IP), dots, and 

@ symbol. If there is an IP in the URL, dots are more than three, or if @ symbol is in the URL, it is 

considered phishing (Rahman, M.S., 2021). 

 

Figure 1: URL Components 

Figure 1 shows the basic structure of URLs. A URL in its standard form starts with the protocol 

name used to access the webpage. Here, "https" is the protocol name. Then, the domain name (i.e., 

hostname) of the webpage. The domain name contains multiple parts: the subdomain, the Second Level 

Domain (SLD), and the Top-Level Domain (TLD). The subdomain is the part preceding the second-

level domain, which corresponds to the organization name in the host server. TLD shows the domains 

in the Internet Domain Name System (DNS) root zone. Finally, the page’s path indicates the inner 
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address. Some parts of the URL can be easily found or bought for phishing, such as SLD, which only 

shows the organization’s (i.e., URL owner) name. In addition, because the inner address structure is 

directly dependent on the owner, an attacker can generate an infinite number of URLs by extending the 

SLD with path and file names. However, the domain name is the unique and crucial part of the URL, 

which consists of SLD and TLD (Sahingoz, O.K., 2019). According to (Sahingoz, O.K., 2019), URL 

phishing attacks can be generated using one or more of the following tricks: 

• Cybersquatting: Registering a trademark (i.e., owned mark) as a domain name without having a 

legitimate claim to use it (Gilwit, D.B., 2003). 

• Typo squatting (URL hijacking or fake URLs): Typosquatting is a type of cybersquatting where 

the hacker takes advantage of the incorrect typing of URL to direct users to malicious sites, such as 

using "exmaple.com" instead of "example.com" (Sahingoz, O.K., 2019). 

• Dotted decimal IP address: Using the IP address directly in the URL or the anchor text instead of 

the DNS name (e.g., http://209.191.122.70/) 

• Special characters: Indicates that all text before the symbol is a comment (e.g., @ in the visible 

link). 

• Random characters: Using a too long URL with an overlay of random characters to obscure the 

true domain and try to hide the location of the malicious file, such as 

“http://innocent.com/irs.gov/logn/fasdkf.sdrfgvgh.hfdgdjhgdftghd/adfgjgjhgjffhgfhj/ght.php”. 

• Combined word usage: Using a combination of two or more different words in a meaningful order 

to make a website appear legitimate to users (Sahingoz, O.K., 2019). 

2. Social content text: Capturing all the semantic properties extracted from the text of tweets, including 

different attributes such as the length of a tweet, hashtag count, and the number of spam words in the 

tweet (Wang, B., 2015). Natural Language Processing (NLP) is an AI approach used to detect spam 

content in social content by analysing texts. NLP is concerned with enabling computers to analyse and 

understand the original text or human speech to perform the desired tasks. NLP is a combination of 

rule-based modelling of human language with statistical machine learning models, deep learning (DL) 

models, and computational linguistics combined together, allowing computers to process human 

language involving text data and understand it, including the writer’s intent and sentiment (Marie-

Sainte, S.L., 2018).  

3. Social user account: Refer to features generated from particular characteristics of user behaviour, the 

main features used are the number of followings, followers, and reputation (Ho, K., 2018). 

3 Literature Selection Methodology 

Literature selection methodology Extensive literature exists in the field of phishing in social media. In 

this paper, we concentrated on the literature of the period 2010 to 2022. The search results were filtered 

into three filtering phases, keywords, title, and abstract. The literature selection methodology phases are 

summarized in Figure 2.  

 

Figure 2: Literature Selection Methodology Phases 
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In the keywords filtering phase, the selection methodology of related work began with a search from 

the publishers’ online search engines using different related keywords, including spam detection using 

ML, phishing detection on OSNs, spam detection on Twitter, phishing detection techniques, and Arabic 

spam/phishing detection. This phase resulted in 1446 related work: 514 IEEE articles, 602 Springer 

articles, 198 ACM articles,56 MDPI, and 132 Elsevier articles. Based on the result of the previous phase, 

the titles of the articles were reviewed and the most relevant articles were selected. This phase resulted 

in 120 related works: 32 IEEE, 55 Springer, 21 ACM, 20 MDPI, and 12 Elsevier articles.  In the abstract 

filtering phase, the abstract reading was conducted for the resulting articles from the previous phase. 

Based on those readings, the most relevant articles were selected. This phase resulted in forty-five related 

works: 16 from IEEE, 12 from Springer, 6 from ACM, 5 from MDPI, and 6 from Elsevier. The 

percentage of articles per publisher in this filtering phase is illustrated in Figure 3. 

 

Figure 3: Percentage of Articles Per Publisher 

4 Literature Review 

Taxonomy of Literature Reviews 

The related research taxonomy is divided into six categories, as shown in Figure 4 below. The reviewed 

study articles are categorized as follows:(1) feature types for detection. (2) whether the model was 

deployed and used in real-time or not, and (3) The size of the dataset related to the language of the 

dataset. 

 

Figure 4: Taxonomy of the Related Work on Phishing Attacks Detection 

Based on Features 

In this paper, forty research on detecting phishing attacks are reviewed and classified based on four types 

of features selected, which are: 
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• Web pages and their URL-based Features: Features related to URLs, refer to phishing webpages. 

These URLs may be included with mobile messages, Emails, or tweet content. 

• Content-based Features: Features related to the content of email, webpage, or tweet. 

• Account-based Feature: Features related to the user’s account, such as network (i.e., graph-based) 

and profile features. 

• Hybrid-based features: Such as account and content-based features, for example, features related 

to the user’s account and the content of a tweet or post. Additionally,  

• URL and other based features, such as account, content, and forwarding-based. 

a) Web Pages and their URL Based Features 

In (Sahingoz, O.K., 2019), real-time detection for phishing web pages was analyzed. the authors used 

the URL phishing detection system using ML algorithms to detect the phishing pages. Each URL was 

analyzed using Natural Language Processing based Features (NLP). 40 different NLP-based features 

were extracted using NLP for URL, and 1,701 word-features are extracted from the URL dataset. The 

total  features  used for the hybrid was 1,741 and then decreased to 140 features. The dataset size was a 

total of 73,3575 URLs, 36,400 legitimate, and 37,175 phishing. The system used seven machine learning 

algorithms, which are Naive Base (NB), Adaboost, K-star  (n=3), Random Forest (RF), Sequential 

Minimal Optimization (SMO), Kstar, and Decision Tree (DT). A comparison between the seven models 

is applied after training models into NLP-based URL features, URLs word vectors, and a hybrid of the 

two features, the results show that the hybrid of URL features and word vector increased the performance 

at the rate of 2.24% according to NLP based features and 13.14% according to word vectors. The use of 

NLP features in (Sahingoz, O.K., 2019) has a significant effect on the accuracy results. Also, huge size 

of phishing and legitimate data, real-time execution, independence from third-party services, and use of 

feature-rich classifiers, are strengths of the detection model in (Sahingoz, O.K., 2019). 

In (Xiang, G., 2011), the authors proposed an ML anti-phishing solution for websites based on HTML 

and URL features. The proposed model was called as named CANTINA+. The system exploits HTML 

Document Object Model (DOM) detection by three major phases. In the first phase, a hashing filter for 

highly similar phish examined a Web page to get the similarity with known phishing attacks. Secondly, 

the system checks if the web page uses login forms to request sensitive information. Thirdly, utilizing 

15 features with machine learning models to classify Web pages, in which Bayesian Network (BN) ML 

algorithm was used. CANTINA+ was evaluated under using with 8118 phishes and 4883 legitimate Web 

pages, and achieved more than 99% TP, with F1=0.9894. Algorithm agnostic and comprehensive 

layered approach are strengths of the detection system in (Xiang, G., 2011). On the other side, the model 

is unable deal with Cross Site Scripting (XSS) and phishing web pages purely made up of images, 

leaving the algorithm with no text to analyze. 

In (Lakshmi, V.S., 2012), the authors suggested a detection model using ML algorithms to detect 

malicious websites based on URL features. 17 features related to URL and HTML source code were 

used. PhishTank was used to collect 100 malicious and 100 legitimate websites for model training. Three 

ML classification algorithms were used, which are Multi-Layer Perception (MLP), Decision Tree 

Induction (J48), and NB. The classifiers were evaluated by a ten-fold cross-validation algorithm and two 

performance criteria: Detection accuracy and training time. By comparing the three algorithms’ results, 

Decision tree Induction (J48) outperformed other algorithms with an accuracy of 98.5%. 

In (Burnap, P., 2015), the authors developed a real-time system to determine the malicious URLs on 

Twitter based on ML. Machine activity log data features such as CPU usage, network traffic, and 

network connection statistics after linking streamed Twitter data to a high interaction honeypotNB. The 
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dataset size was 130,503 tweets, 122,542 of which contain URLs. 2000 tweets from each dataset were 

randomly selected. BayesNet (BN), NB, DT, and MLP algorithms were used to determine the best 

algorithm based on accuracy. During the training, DT and MLP algorithms achieved up to 97% accuracy. 

The detection method utilized yielded promising results in predicting malicious behavior within seconds 

of URL interaction. However, its limited generality to other events and the challenge of generalization 

to unseen data should be further explored. 

In (Jain, A.K., 2018), the authors proposed a website anti-phishing system using ML algorithms, 

called PHISH-SAFE. The dataset was composed of 32,951 phishing URLs, and 2500 legitimate URLs 

downloaded from different public sources. Two ML algorithms were used for training and testing, which 

are Support Vector Machine (SVM) and Naïve Bayes (NB). The used technique leverages a substantial 

dataset of phishing and legitimate URLs, employs 14 distinct features for feature extraction, and 

conducts thorough experiments using different classifier sizes, resulting in high accuracy, exceeding 

90% with the SVM classifier. However, it has some weaknesses, including the limited size and potential 

bias in the non-phishing dataset, the absence of validation on real-world data, and the need for more in-

depth study of false positives and false negatives. 

In (Shivangi, S., 2018), the authors proposed a DL method to detect malicious URLs on Twitter. The 

used algorithms were Dense Artificial Neural Network (ANN) and Long-Short-Term Memory (LSTM). 

Five different datasets to test the algorithms in the models were used: 512, 2343, 11234, 45630, and 

456300. As a result, ANN indicates higher accuracy than LSTM if the data set size is smaller, while if 

the data set size is significant, the LSTM has better results with an accuracy of 96.89%. Additionally, 

the model was deployed as a real-time Chrome extension. The model meets various non-functional 

requirements, such as efficiency, ease of deployment, and reduced training time, making it suitable for 

real-world applications. However, weaknesses lie in the LSTM model's potential overfitting on smaller 

datasets and the dependency of ANN accuracy on the size of training data. 

In (Liew, S.W., 2019) the authors proposed a security alert mechanism to detect phishing tweets in 

real-time using ML algorithms. To design this mechanism, the authors divided the work into two stages: 

Training and formulation. At the training stage, Random Forest (RF) model was used on a dataset 

containing 2973 samples. While in the formulation stage, 11 features embedded into the system. 

Moreover, cross-validation of ten folds was used for testing. Furthermore, the system tested 200 phishing 

URLs posted on Twitter and got 195 out of 200 URLs as phishing by displaying a red indicator next to 

the tweet, concluding that the system’s accuracy reached 94.75%. The technique's generalizability to 

multiple datasets and platforms is uncertain, and no comparison to other phishing detection approaches 

was offered. 

b) Content-based Features 

In (Yao, J., 2022), the authors presented a hybrid BiGRU-CNN network with joint textual and phonetic 

embedding for detecting spam in the Chinese language. Due to the extremely common phenomena of 

homophony in Chinese, textual and phonetic embedding were used throughout the article for the 

identification of spam in that language. When training for word embedding, phonetic information cannot 

be ignored. When utilized in Chinese spam detection tasks, two methods of joint textual and phonetic 

embedding are being investigated by the authors to capture fuller representations of Chinese text. 

BiGRU-CNN-JE model in (Yao, J., 2022) achieved over 0.94 accuracy. The used technique exhibited 

notable strengths in in enhancing spam detection on a Chinese chat dataset. However, the method's 

limited capability to handle other types of textual noise and its increased time complexity due to 

additional model parameters pose challenges. Further research is necessary to address these issues. 
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The authors of (Zhao, C., 2020) concentrated on addressing the class imbalance problem in spam 

detection when spam messages outnumber genuine communications in social networks. They suggested 

a heterogeneous stacking-based ensemble learning technique for balancing training between base 

classifiers and metaclassifiers at the algorithmic and data levels. Their solution consists of a two-level 

structure with a base module and a combining module, which allows for the use of multiple learning 

approaches as basis classifiers to increase learning impact. Furthermore, for the ensemble, they used a 

cost-sensitive learning-enhanced deep neural network to offset the influence of uneven class 

distributions on classification performance. Their trials were carried out on a dataset of 600 million 

tweets, of which 6.5 million were identified as malicious. The suggested approach outperformed 

standard machine learning techniques on the same dataset, achieving an F1-score of 70%. Overall, the 

method provides a strong spam detection framework for social networks, successfully correcting class 

imbalance via the ensemble approach. To improve the method's performance, new efforts are planned 

to investigate deeper hidden feature representations and test classifiers with alternative dataset features. 

In (Sharmin, S., 2017), the authors proposed an ML technique that analyzes the comments on 

YouTube videos and classifies them as spam or not. Five datasets composed of 1,956 real messages 

from five video comments on YouTube were used. Additionally, Five ML algorithms were used: NB, 

1-KNN, 3-KNN (K-nearest neighbors), Bagging, and SVM. The aim was to find the best classifier in 

accuracy, recall, classification error, F-measure, and Matthews Correlation Coefficient (MCC). As a 

result, the NB and Bagging have an accuracy average above 90% in four datasets. However, the NB 

result was less than 90% on one data set of one channel. While the technique shows potential, it does 

have significant drawbacks, including a limited scope to YouTube comments and a lack of extensive 

dataset and assessment information. Future research should focus on expanding the method to additional 

social media datasets, identifying spam account holders, and developing a real-time comment filtering 

plug-in for other platforms. Real-world validation and more detailed algorithm comparisons are required 

to increase its trustworthiness. 

In (Wu, T., 2017), the authors proposed a DL spam detection model for Twitter. Four datasets were 

collected, with a total of 1,376,206 for spam tweets and 673,836 for nonspam tweets. The features used 

for comparison were content-based. Each dataset was split into 60% training data and 40% testing data 

for each run of tests. The proposed model was compared to different existing algorithms. According to 

the results, the proposed technique outperforms existing methods with an accuracy of 99.35%. The 

model is compared to different algorithms which help to decide the better model. However, the model 

comparison based only on one feature. 

In (Sohrabi, M.K., 2018), the authors proposed an ML technique to detect spam comments on 

Facebook. The dataset was a total of 200,000 posts and comments collected in two ways: Via an agent 

for public pages and manually for personal pages. A feature selection approach was used to select 7 of 

the 13 content features based on their error rate. There were two proposed methods, a combination of 

clustering with SVM or DT. The clustering approach correctly detected 71.4% of spam messages and 

increased to 89.8% after combining it with SVM. However, the combination of clustering with the DT 

had an accuracy of 70.8%- and lower-time complexity than SVM. The technique for combining between 

two algorithms increased the result in significant way. Since the model collected data in two ways the 

dataset size considers small. 

In (Kontsewaya, Y., 2021), the authors proposed an email spam detection model using ML 

algorithms with NLP techniques. The dataset used was about 5728 emails labeled as spam and legitimate 

from Kaggle. The dataset went through three main steps, which are analyzing, training, and testing. The 

dataset was analyzed using NLP and reduced to 5695 emails after the first step, with 4360 legitimate 



AI-based Spam Detection Techniques for Online Social 

Networks: Challenges and Opportunities 
Azza A. Abdo et al. 

 

86 

emails and 1368 spam emails. Six ML algorithms were used in the training step, which are NB, KNN, 

SVM, Logistic regression (LR), DT, and RF. During the testing step, the algorithms were evaluated 

based on precision, recall, accuracy, F-measure, and Receiver Operating Characteristic (ROC) Area. 

The results showed that LR and NB achieved the highest accuracy, which reached 99% for spam 

detection. The model analysis the dataset to get the accurate content required for the training step. Also, 

many algorithms were used to get the better result. However, the dataset went through many steps which 

led to reduce the size of the dataset. 

In (Koggalahewa, D., 2022), the research focused on identifying spam accounts on Twitter using ML 

algorithms based on user peer acceptability. The peer acceptance of another user was estimated using 

the two users’ shared interests in various topics, which is a content-based feature. The researchers used 

three publicly available datasets with a total number of 5932 users. Using ML algorithms, the users were 

separated into ’focused’ and ’diverse’ groups. The peer acceptance is then evaluated to identify 

spammers. Spammers were detected with 96.9% accuracy. Different datasets help to improve the 

generality of the model because the datasets will cover many concepts.  

In (Saeed, R.M., 2022), the authors presented an ML method for Arabic spam review detection. The 

method was tested on two datasets of varying sizes: 1600 and 94,052 using content-based features. Four 

experiments were carried out to evaluate the proposed method’s performance. The results proved the 

approach’s efficiency, with 95.25% classification accuracy. The model worked on Arabic content which 

is strong point since most of the research focused on English content. Using one feature sometimes may 

not be enough since they deal with Arabic content. 

In (Alkadri, A.M., 2022), the authors analyzed Arabic spam content for Twitter OSNs, including 

advertising and malware. A collected dataset of Arabic spam that includes the original tweets and the 

related annotations. The authors used the approach of replacement embedding data augmentation for 

Arabic text to increase the size of the data. NB, LR, and SVM models were used for training machines 

on the dataset before and after the augmentation to compare the original (non-augmented) dataset results 

with the augmented data set. The best results were obtained for the augmented dataset. Using data 

augmentation help to solve the problem which is small size of the dataset. 

In (Al-Azani, S., 2018), the authors used the ML method for Arabic spam detection on Twitter based 

on content (word embedding) features. Three algorithms were experimented with, namely: SVM, NB, 

and DT. For the dataset, it contained 1944 spam and 1559 legitimate tweets labeled manually. The results 

showed that SVM has the highest accuracy of 87.32% accuracy for the Arabic spam dataset model. The 

advantage of the detection model in (Al-Azani, S., 2018) that it is applied three different algorithms to 

define the best result. 

In (Najadat, H., 2021), the authors proposed an ML detection model for Arabic spam in Facebook 

comments. The dataset was of size of 3,000 Arabic comments. The comments were classified using 

content-based features, such as the keywords extracted from them. Filter methods, term’s weight, and 

Term Frequency–Inverse Document Frequency (TF-IDF) matrix were used to extract keywords from 

the comments. The used classifiers are DT, KNN, SVM, and NB. The DT classifier outperformed the 

other classifiers with an accuracy of 92.63%. Arabic content used in (Najadat, H., 2021) requires more 

than one feature to get better result, because Arabic content too complicated to deal with. 

In (Najadat, H., 2021), the authors proposed an ML detection model for Arabic spam messages on 

OSNs that specifically targeted Saudi Arabia users. The detection system combined the Rule-Based 

scoring technique and NB classifier. A dataset of size 150 messages was collected from WhatsApp and 

SMS (50 spam and 100 non-spam). The dataset was manually labeled using content-based features. The 
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Rule-Based scoring technique achieved 52% accuracy, while the NB classifier achieved 86% accuracy. 

In (Najadat, H., 2021), the dataset covered specific culture which will led to reduce the generality of the 

model. 

c) Account-based Features 

This section presents the related work to phishing detection based on account features.  

In (Alhassun, A.S., 2022), For identifying spam accounts on Twitter, the authors suggested a hybrid 

text and metadata-based deep-learning system. Two models were presented by the framework for 

detecting Arabic spam accounts on Twitter using deep convolutional neural networks: the first was based 

solely on text data, while the second incorporated text data and metadata from the tweets to fully utilize 

the data. The approach utilized two different forms of data: metadata and text-based data using a 

convolution neural networks (CNN) model. Out of the dataset, 12 features that were easy to calculate 

and extract were chosen. These features, including account age, follower count, and reply count, were 

taken from the user account and tweet data. The accuracy of the proposed framework, which came in at 

94.27%, was the best in the combined model, demonstrating its supremacy. A total of 16,700 people 

were considered, and their tweets were created and classified. Combination between text data and 

metadata help to increase the generality of the detection model in (Alhassun, A.S., 2022), because it will 

cover many concepts. 

In (Zhao, C., 2020), the authors proposed an attention-based graph neural network for spam bot 

detection in social networks. In this article, the authors discuss the increasing prevalence of spam bots 

and other malicious accounts on social media platforms and propose a novel approach for detecting and 

combating these issues. They learned an involved technique to combine the many neighborhood 

interactions between nodes to operate the directed social graph, using a graph neural network to build a 

detection model by aggregating features and neighbor relationships. The authors claimed that the 

PRAUC value for their suggested approach was 0.91. In (Zhao, C., 2020), they compared graphs for 

competing methods and found that graphs performed better in terms of accuracy and efficiency. 

Accordingly, the technique can detect spam activities in online social networks. Since only a node/vector 

dataset was tested, their approach was not generalizable to other datasets. Despite this, their experiment 

showed that it remains relatively stable. 

In (Wang, A.H., 2010), the author used ML to identify spam accounts on Twitter. The used 

algorithms were DT, NN, SVM, and NB. For the dataset, around 25K users, 500K tweets, and 49M 

follower/friend relationships in total were collected. The main finding of this research is that the 

reputation feature among graph-based systems has the best performance for detecting spam accounts. 

The results showed that the NB algorithm achieved the best performance with 89% precision. This study 

had the advantage that it included a large dataset. Also, this study offers valuable insight into the 

effectiveness of ML for spam detection on Twitter. 

In (Alharthi, R., 2019), the authors proposed an ML detection model for Arabic spammer accounts 

on Twitter. The dataset was composed of users’ and spammers’ groups (i.e., spam groups or promote 

groups) accounts. The authors suggested 16 features related to users’ behavior. Moreover, label 

propagation and label spreading algorithms were used. The model achieved an accuracy of 91%. 

Additionally, to evaluate the model, 20 accounts were manually selected, and compared to the detected 

result. Results showed that 18 accounts were identified successfully and two failed due to the similarity 

in users’ behavior. A thorough analysis of the model's strengths revealed that it could detect malicious 

accounts with high accuracy. 
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In (Chy, M.K.A., 2019), the authors suggested an ML phishing detection model using clustering 

techniques. A closed-ended questionnaire was used to collect the dataset in 60 days, and several 1,000 

Facebook users’ data was collected. Additionally, phishing has affected 50.5% of users. Six 

classification algorithms were used, which are: RF, SVM, NB, Neural Network (NN), DT, and LR. As 

a result, LR has promising findings from many parameters with an accuracy of 99.8% accuracy. The 

authors demonstrated that their study met the objective. However, the data that is used was insufficient. 

In (Wei, F., 2019), the authors proposed a DL model to differentiate Twitter bots from genuine 

accounts. The model employed recurrent neural networks, specifically bidirectional Long Short-term 

Memory (BiLSTM) with word embedding to efficiently capture features across tweets. The dataset 

considered 3,474 genuine accounts with 8.4 million tweets and 1,455 bot accounts with 3 million tweets. 

The model achieved an accuracy of 96.2%, which is a similar performance compared with the presented 

existing work. The robustness of the model was also demonstrated by its ability to identify new social 

bots that had not been seen before. 

In (Elyusufi, Y., 2019), authors proposed a fake Facebook profile detection approach based on ML. 

The authors used 2816 profiles, including fake and legitimate profiles, 80% of the dataset was used for 

training and 20% for testing. Two algorithms were used: DT (J48) and NB. The authors selected 33 

profile features in the first feature selection phase. Then they observed unneeded features. To make the 

model more effective, they reduced the number of features to 4. The algorithms were compared to 

identify the most effective classifiers. The results showed that the DT (J48) algorithm performance was 

better than the NB algorithm with an accuracy of 99.28%. This proposed model used a limited number 

of users profiles. 

In (Sowmya, P., 2020), the author proposed a detection method for fake and cloned accounts on 

Twitter using ML. The central architecture is applied based on the number of modules, and the username 

or the avatar can detect fake profiles. Accounts are made by lots of tweets without their location or not 

having any tweets yet. The dataset contained 1100 fake accounts, 1100 genuine accounts, and 800 cloned 

accounts. Two approaches were used, similarity measures and the C4.5 algorithm. The findings of fake 

account detection are set with an accuracy of 90.20%. Moreover, the results of cloned accounts detection 

were obtained with an accuracy of 90% using both similarity measures and the C4.5 algorithm.  

In (Bharti, K.K., 2021), the authors proposed a detection technique that uses ML algorithms to detect 

accounts with fake Twitter followers based on account features. The dataset contained a total of 6973 

accounts data from different sources. To classify an account as legitimate or fake, LR integrated with 

Particle Swarm Optimization (PSO) was used. The proposed model is then compared to the competitive 

state-of-the-art competitors, such as NB, DT, and LR. The findings demonstrate that the proposed model 

performs better performance than others in many cases, which correctly classified 79.9% of malicious 

accounts. For (Bharti, K.K., 2021), Collecting data from different sources helpel to increase the 

generality of the model. However, one feature to detect fake accounts may not enough for accurate result. 

d) Hybrid-based Features 

This section presents the related work to phishing detection based on hybrid features.  

In (Zheng, X., 2016), the authors proposed an ML model for spam account detection on Sina Weibo. 

The dataset size was about 25,000, almost the last 500 messages for 50 users. The dataset was manually 

classified into spammer and non-spammer categories. A set of 18 features is then extracted from contents 

and user account activity. The used algorithm is Extreme Learning Machine (ELM-based). The results 

showed that the model successfully identified 99.1% of spammers and 99.9% of non-spammers. The 
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authors then compared their model against SVM-based algorithms (DT, NB, and BN). Both ELM and 

SVM classifiers obtain excellent accuracy in the comparison, but the ELM-based algorithm was more 

efficient due to its speed.   

In (Mataoui, M.H., 2017), the authors proposed a spam detection system using ML algorithms by 

NLP of Arabic content on Facebook. The dataset was collected from Facebook with a total of 99 posts 

and 9697 related comments. The dataset was manually analyzed as spam or non-spam content. Nine 

content-based and account-based features were extracted. Seven classifiers were used, namely: NB, J48, 

Sequential minimal optimization (SMO), Decision Table, LR, and Locally Weighted Learning (LWL). 

The algorithms were evaluated by a ten-fold cross-validation The results showed that the J48 

outperforms other algorithms with 91.73% of correctly classified instances for the unbalanced dataset 

and 76.57% of correctly classified instances for the balanced dataset. The weakness of this model was 

the low performance on the balanced dataset. 

In (Ho, K., 2018), the authors proposed an ML spam detection model named WEST (Workbench 

Evaluation Spammer Detection system in Twitter) on Twitter using content and account-based features. 

The authors collected 1729 tweets for the dataset, 206 as spam and 1528 as legitime. Five different 

algorithms were used to compare results: SVM, DT, NB, KNN, and RF. The experiment results show 

that the most effective and efficient selection of features for detecting spammers are the time-related 

activity feature and the tweet content feature. The number of legitimate tweets is much greater than the 

spam tweets that could have bias result. 

In (Alorini, D., 2019), the authors proposed an ML model to detect spam tweets based on account 

and content features in the Gulf Arab region on Twitter Arabic hashtags. The dataset crawled from 

Twitter with a size of 2000 tweets. The used ML algorithms were NB and SVM. The results show that 

as the number of tested tweets increases, the accuracy decreases. However, the NB algorithm produced 

more accurate results for detecting spam tweets with an accuracy of 86%. The authors mentioned that 

the limitation of the study is the small size of the dataset which may not be representative of the entire 

population of tweets in the Gulf Arab region. The strength of the study is that it was conducted in the 

context of the Gulf Arab region which contributes to a better understanding of the region's online culture. 

In (Jose, T., 2019), the authors proposed a spam detection model based on ML to discover spammers 

that appear to produce legitimate tweets on the Weibo Chinese Twitter platform. The dataset collected 

focuses on detecting fake followers and user interest topics, it means the account and content-based 

features. A technique named Latent Dirichlet Allocation LDA topic modeling was utilized. Precision, 

recall, and F1-score are the three measures to assess four classification quality, namely: SVM, NB, DT, 

NN. The proposed technique surpasses other state-of-the-art approaches in terms of the average F1 score. 

In (Barushka, A., 2020), the authors proposed a DL model to detect spam on two OSNs, which are 

Hyves and Twitter using MOEFS and RDNN algorithms with bagging. The datasets were crawled from 

both Hyves and Twitter, with 821 messages and 61,675 tweets, respectively. The extracted features were 

based on content and account features. Ten-fold cross-validation was performed and several methods 

used. RDNN, NB, SVM, AdaBoost M1, and RF were compared. The proposed approach achieved an 

accuracy of 90.02% and 95.60% for Hyves and Twitter, respectively. The number of Hyves’s extracted 

messages is much less than the Twitter’s tweets, which could have biased  results. 

In (Mubarak, H., 2020), the authors presented an ML spam detection model on Twitter. The model 

was designed by analyzing Arabic spam tweets and accounts. The dataset was composed of 134,222 

tweets collected from the MENA (Middle East North Africa) region. The research concentrates on 

content and account-based features. State-of-the-art classification techniques were used, including 
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Arabic Bidirectional Encoder Representation from Transformers (AraBERT). The findings 

demonstrated that both SVMs combined with n-grams and AraBERT could recognize spam tweets with 

99.4 and 99.7 accuracies, respectively. For spam accounts, the results showed that the tool had 

difficulties in recognizing spam accounts when they post tweets that toggle between Arabic and English. 

In (El-Mawass, N., 2016), the authors used ML method for Arabic spammers detection on Twitter 

based on account and content features. Three algorithms were used, namely: NB, RF, and SVM. A 

sample of 5000 tweets out of more than 23 million Arabic tweets were manually labeled by the authors. 

The results showed that RF has the highest accuracy of 92.59% for the Arabic spam detection model. 

Using Arabic dataset could be one of the challenges for this paper which make it harder to generalize 

the model for other OSN 

In (Kandasamy, K., 2014), the authors proposed an ML detection approach to detect spam accounts 

on Twitter. The integrated approach comprises the use of URL analysis, NLP, and ML techniques. The 

dataset contained 10 recent Tweets from 100 users. Six URL and content-based features were used for 

classification. The approach was compared to two ML algorithms, which are NB and SVM. The 

proposed approach outperformed the mentioned algorithms used alone with an accuracy of 98%.   

In (Cao, J., 2016), the authors developed a model to detect malicious URLs on a Chinese OSN called 

Seina Weibo based on URL, forwarding, and graph-based features. The dataset was crawled from Sina 

Weibo with a size of approximately 100,000 messages. The used algorithms were BN, J48, and RF. Ten-

fold cross-validation within ML methods was used. The main finding is that forwarding-based features 

are much more effective than other features and Blacklists, with an average accuracy of 80%. Using 

dataset from Weibo could be one of the challenges for this paper which make it harder to generalize the 

model for other OSN. 

In (Aggarwal, A., 2012), the authors developed a real-time phishing detection system on Twitter 

called PhishAri as a Chrome extension. Blacklists and ML algorithms were used to detect phishing based 

on various features. 23 features were used and divided into four categories: URL-based, Tweet-based, 

Network-based, and WHOIS-based. The dataset size was 309,321 tweets, filtering out tweets with 

URLs. Three ML algorithms were used, NB, DT, and RF. As a result, the RF classifier performs best 

with an accuracy of 92.52%. The researchers demonstrated that their system outperforms standard 

blacklisting mechanisms like PhishTank, Google Safebrowsing, and Twitter’s defense mechanism.   

In (Djaballah, K.A., 2020), the authors developed an application based on ML to analyze and detect 

phishing on Twitter. The dataset included 11054 tweets. The approach comprised three steps, 

verification in a blacklist, the analysis of URLs, and the analysis of user accounts. Therefore, 25 URLs 

and 6 account features were extracted. Three ML algorithms were used, which are: LR, RF, and SVM. 

The results showed that the RF algorithm achieved the best results for both URL and account detection, 

with an accuracy of 95.51% and 75%, respectively.   

In (Mughaid, A., 2022), the authors proposed an ML detection model to detect phishing in email. 

The dataset was split to train the detection model and validate the results using the test data. The work 

has been done in three phases using three different types of datasets, each set with different features. 

Since there are different features, different algorithms were applied and compared in terms of accuracy 

to find the most accurate and efficient results achieved. The results show that boosted DT algorithm has 

the highest accuracy of 88%, 100%, and 97% on the applied datasets. The authors stated that obtaining 

predetermined dataset is the only challenge for this study. 

In (Wang, A.H., 2010), the authors proposed an ML spam detection model to detect spam bots on 

Twitter. The dataset was 500K tweets collected using different tools. Two types of features were used, 
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which are graph and content-based features. Four classification algorithms were tested, which are: DT, 

NN, SVM, KNN, and NB. Evaluation results show that the detection model is efficient in identifying 

spam bots on Twitter using the NB classifier, which achieved the best performance with 91.7% 

precision. This paper focused on twitter spam bots which could be unapplicable in other OSN platforms. 

In (Ahmed, F., 2012), the authors presented an approach called Markov Clustering (MCL) to detect 

spam profiles on OSNs using a real dataset of Facebook containing spam and normal profiles. The social 

network was presented as a weighted graph to study the behavior of spammers, depending on different 

features such as posts, pages, and tags. Other features are active friends, page likes, and URLs. The main 

findings show that normal profiles have a maximum of 20-100 mutual friends. While spammers 

communicate with up to 600. Overall, the technique shows promise in detecting spam profiles but may 

require further exploration for spam campaign identification and comparison with supervised learning 

techniques. 

In (Singh, M., 2016), the authors presented a behavioral analysis of spammers on Twitter using ML 

classification algorithms based on graph and content features. The dataset was about 74,000 tweets 

collected from 18,000 users. Five ML classification algorithms were utilized to classify spammers and 

genuine users. The experimental findings demonstrated that the RF classifier could detect spammers 

with a 91.96% accuracy (Thooyamani K.P., et.al, 2014). While the technique provides valuable insights, 

it is specific to Twitter and lacks exploration of other sorts of spammers. Furthermore, the report fails to 

address Twitter's policy flaws in recognizing pornographic users as spammers. 

In (Alom, Z., 2018), the authors established a set of three novel graph-based and four content-based 

features discovered to detect spam accounts on Twitter. The researchers employed the following ML 

algorithms: KNN, DT, NB, RF, LR, SVM, and eXtreme Gradient Boosting (XGBoost). The dataset 

contained 41,499 accounts. 22,223 of the accounts were spammers, and 19,276 were legitimate users. 

The approach achieved an accuracy of 91% for the RF classifier and the lowest accuracy of 74% for the 

NB classifier. Also, the RF and XGBoost classifiers got the highest precision value of 92%. Despite the 

authors methodology hence using twitter make the generalization of the model for other OSN difficult.  

Based on Dataset Size and Language 

In this section, the reviewed studies are classified based on the Language corresponding to dataset size. 

Four ranges of the dataset size are used: Size< 500, 500<Size< 1000, 1000<Size< 5000, and Size>5000. 

Phishing detection based on the language of the dataset corresponding to the dataset size classified into: 

• English URLs and websites: In [16, 21–26, 32], the authors used URLs and website datasets. 

• English dataset for detecting spam text or account: In [14, 20, 29–31, 33, 41, 43–47, 52, 56–62] 

the authors used English account, text or text and account as a dataset for detecting English spam 

and English spam text. 

• Arabic dataset for detecting spam text or account: In [34–38, 42, 49, 50, 53, 54], the authors 

used Arabic account, text, and account as the dataset for detecting Arabic spam and spam Arabic 

text. 

• Other datasets for detecting spam text or account: In [27,51,48, 55], the authors used the 

Chinese account, or text and account as the dataset for detecting Chinese spam and spam Chinese 

text. 

Table 1 summarizes the details of each dataset size for use in each of the reviewed articles according 

to the kind of language used In Table 1, we use 4 ranges of dataset size: size<500, 00<size<1000, 

1000<size<5000, and size>50000. It is found that number of 8 articles aim to detect English URLs or 
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websites or URLs. It is found that the number of 23 articles aims to detect English text or accounts. On 

the other hand, 11 articles were intended for detecting Arabic spam content or spam accounts. Also, 3 

articles were about Chinese spam content or accounts. It is shown that non-English dataset languages, 

such as Arabic and Chinese languages lack labeled datasets in the phishing field, for example, most 

research has ranged between 1000 to 5000 in Arabic dataset phishing detection, because of the difficulty 

of the labeling process for Arabic datasets. Additionally, due to its complicated morphology and syntax, 

the Arabic language can be a problem in machine learning. Because the Arabic language includes 

various dialects, it is hard to develop models that are accurate across all dialects. Finally, there are many 

phrases in the language that have several meanings, making it difficult for machines to correctly interpret 

the intended meaning. In (Mubarak, H., 2020), the results showed that the tool had difficulties in 

recognizing spam accounts when they post tweets that toggle between Arabic and English (Major 

Challenges of Natural Language Processing (NLP), 2023). Figure 5 illustrates the distribution for 

reviewed articles based on data size corresponding to languages. 

 

Figure 5: Number of Publications Based on Dataset Size and Corresponding Language 

Table 1: Dataset Size According to the Language Type for Dataset 

Language Size< 500 500<Size< 1000 1000<Size< 5000 Size> 5000 

English URLs and web Sites [22, 26] − [23] [16, 21, 24, 25, 32] 

English text / Account [59, 60] − [20, 43–46] [14, 28–31, 33, 41, 47, 52, 56–58, 61, 62] 

Arabic text / Account [38] − [34–37, 42, 50, 54] [40, 49, 53] 

Others text / Account − [48] − [27,51, 55] 

Based on Real-time or Offline Time 

In this section, the reviewed studies are classified into two categories based on real-time prediction or 

not. Real-time prediction refers to making predictions or decisions in real-time as data is being generated, 

while offline prediction refers to making predictions or decisions on data that has already been collected. 

Real-time prediction is essential in applications where fast and immediate decisions are required, such 

as online fraud detection, real-time traffic monitoring, and weather forecasting. In this case, the system 

needs to process and analyze data in real-time to make accurate and timely predictions. On the other 

hand, offline prediction is suitable for applications where there is no urgency to make decisions, such as 

market analysis or customer segmentation. In such cases, data is collected and analyzed offline, and 

predictions are made based on historical data. Both real-time and offline prediction have their advantages 

and limitations, and the choice depends on the specific application and its requirements. Table 2 

summarizes the review articles according to the real−time, and offline time experiments results. 

Research [16, 21, 23, 25, 26, 41, 43, 46, 56] done their results in real time, whenever [14, 20, 24, 27–

40, 42, 44, 45, 47–52, 54, 55, 57–62, 64, 65] the results were done in offline time. 



AI-based Spam Detection Techniques for Online Social 

Networks: Challenges and Opportunities 
Azza A. Abdo et al. 

 

93 

Table 2: Dataset Size of Real-time Approaches vs Offline Time 

Ref Real time 

[16, 21, 23, 25, 26, 41, 43, 46, 56] Yes 

[14, 20, 24, 27–40, 42, 44, 45, 47–52, 54, 55, 57–62, 64, 65] No 

Based on ML or DL 

To prevent spam content, ML and DL approaches have been frequently deployed. However, in this 

context, they have major constraints and possible vulnerabilities. The capacity of ML and DL algorithms 

to recognize everchanging spam content is restricted. One of these limitations is the size of the dataset. 

It is difficult to have an appropriate amount of data for ML since a large dataset will result in a long 

training period and a small number will not yield correct results. On the other hand, DL approaches are 

notorious for overfitting, particularly when the dataset is short or unbalanced. Furthermore, to produce 

quicker results, both ML and DL need a considerable amount of computational power. Figure 6 shows 

the number of studies conducted in either ML, DL or MCL at each category of URL based, content 

based, account based, and hybrid-based detection. 

 

 

Figure 6: Research Articles using ML, DL 

5 Discussion 

A literature review of forty-five articles on OSN phishing detection using ML and DL of the period 2010 

to 2022 is presented in section 4. The number of articles published each year is shown in Figure 7. After 

reviewing the related research based on the four different features (URL-based, content-based, and 

account-based features and hybrid-based features) there are some variations in the number of the related 

research for each feature type. Figure 8 illustrates the percentage of the related research based on each 

feature. The highest rate is for hybrid features with 37.78% of total related research, while URL, content 

and account-based features take about 15.5%, 26.6%, and 20% of the total research consecutively. The 

majority of reviewed related research has examined phishing and spam in English language content on 

OSN extensively, while the Arabic language has received relatively less attention. As shown in Figure 
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8, the reviewed research based on URLs and websites is only 17.7%, Whereas Arabic spamming content 

research are only 24.4%, and the English language is 51% of the total number of related research. While 

there is 6.6% for the Chinese language. Also, the major difference for most of the related research the 

other is to implementation of the detection model in either a real-time tool or an offline tool. Figure 8 

shows that approximately 20% of reviewed articles detected phishing in real-time while approximately 

80 % detected it in off-time. Tables 3, 4, 5, 6, and 7 summarize the related research based on the previous 

taxonomy, the features used for prediction, the dataset size corresponding language used, real-time based 

applications, and machine learning or deep learning techniques. Table 3 summaries of related research 

on spam detection based on URL based features (Nowakowski, P., 2021). Table 4 summaries of related 

research on spam detection based on content-based features. Table 5 summaries of related research on 

spam detection based on account-based features. Table 6, and Table 7 Summary of related research on 

spam detection based on hybrid features. 

 

Figure 7: Number of Articles Published in each Year 2010-2022 

 

 

Figure 8: Research Articles Summary 
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Challenges and Opportunities 

a) Challenges 

All the mentioned literature reviews were about using machine learning in phishing detection. However, 

different challenges can face these techniques in real world. These challenges are listed as follows: 

1. Dataset size: Data size is a significant challenge for ML-based detection techniques because the 

accuracy of ML models is affected. For example, for most reviewed articles in the Arabic language, 

the dataset size is small compared to the others. Where the dataset size for other articles is based 

on other languages, due to the labeling being tougher and needing manual labeling. If the dataset 

size is small, it may not contain enough data points to accurately represent the underlying patterns 

in the data. On the other hand, if the dataset is too large, it can take a long time to train and process 

the data, which can lead to slower training times and higher computational costs. As in (Alorini, 

D., 2019), the results showed that as the number of tested tweets increases, the accuracy decreases. 

In addition, the balancing of the dataset decreased the accuracy in (Mataoui, M.H., 2017). 

2. Real-time deployment: This depends on the time complexity of the algorithm, which can affect 

the speed and accuracy of the algorithms used to train models. As the size of the data increases, the 

time complexity of algorithms can become a bottleneck, making it difficult to train models quickly 

and accurately. Therefore, the real-time deployment of machine learning models can be a challenge 

due to the time complexity of the models. In addition, it can be difficult due to the need for 

continuous monitoring and testing to ensure accuracy and reliability. As in (Sohrabi, M.K., 2018), 

the researchers had to use the lower accuracy algorithm to deploy the model in real time because it 

had a lower time complexity. 

3. Natural Language Processing (NLP): For some languages, such as the Arabic language pose 

unique challenges due to their complex morphology, which is characterized by a rich system of 

inflections and derivations. For example, there are some of the major challenges and solutions in 

Arabic NLP such as morphological ambiguity, lack of standardized spelling, limited language 

resources, and bi-directional text. 

b) Opportunities 

There are several opportunities for predicting phishing attacks using ML and DL, such as the 

development of novel algorithms, real-world system development, and the use of multiple datasets from 

various sources. 

1. Development of hybrid features-based detection algorithms: There aren’t many algorithms that 

deal with the many kinds of data that are present in a dataset, comparable to the account features 

and text NLP, especially for the non-English text. Researchers can create new algorithms that 

function effectively on datasets with various forms of data to do more research. 

2. Increasing data size using data augmentation: Data augmentation is a process of increasing the 

size and quality of a dataset by adding more data or modifying the data (Shorten, C., 2019). NLP 

data augmentation is the process of using various techniques and methods to increase the amount, 

variety, and quality of data available for training ML or DL models for NLP tasks. As the main 

challenge for more languages is the text dataset size, NLP data augmentation can be used for 

increasing the dataset to perform more accurately. 

3. Real-time deployment: According to the studies evaluated in this paper, there hasn’t been much 

progress in creating a practical method that can be followed consistently across various social media 
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platforms. To develop trustworthy automated systems that can foresee phishing attempts, more 

study in this area is urged. 

4. Addressing the challenges of language NLP: Addressing the challenges of language NLP 

requires a combination of domain-specific knowledge, specialized tools, and the development of 

language resources. Continued efforts in building language resources and developing specialized 

NLP techniques will enable the development of more sophisticated applications and services that 

can support Arabic language users. Continued efforts in building language resources and 

developing specialized NLP techniques will enable the development of more sophisticated 

applications and services that can support prediction attack methods. 

Table 3: Summary of Related Research on Spam Detection: URL Based Features 

Ref/ 

Year 

ML/DL Classifier Performance (Accuracy-F1) Dataset Real 

time 

[16] 

(2019) 

ML DT, Adaboots, 

Kstar, 

KNN, RF, 

SMO, NB 

DT based NLP: 97.02%,  

Adaboots based NLP: 93.24%, 

 Kstar based hybrid: 95.27%, 

 KNN (k=3) based hybrid: 95.86%, 

RF based NLP: 97.98%, 94.  

SMO based NLP: 94.92%,  

NB based hybrid: 95.86% 

73,575 URLs Yes 

[21] 

(2011) 

ML BN F1:0.9894 8118 phish and 

4883 legitimate Web pages 

Yes 

[22] 

(2011) 

ML MLP, J48, NB MLP:97%, J48:98.5%, NB:93.5% 200 URL and the 

Corresponding HTML 

No 

[23] 

(2015) 

ML NB, J48 DT, 

MLP, & BN 

NB: 55%, J48 DT:97%, MLP: up to 97%, & 

BAYES NET: 66% (Accuracy within time after 

clicking the URL), 

4000 English tweets contain 

URLs 

Yes 

[24] 

(2018) 

ML NB, SVM NB:76.87% and SVM:91.28% A set 23,000 phishing URLs 

and 2000 non-phishing URLs 

No 

[25] 

(2018) 

DL ANN, LSTM ANN:95.57%, LSTM:96.89% 456300 Yes 

[26] 

(2019) 

ML Random Forest 

(RF) 

94.57% 200Phishing URLs Yes 

Table 4: Summary of Related Research on Spam Detection: Content Based Features 

Ref/ 

Year 

ML/DL Classifier Performance (Accuracy-F1) Dataset Real 

time 

[27] 

(2022) 

DL A hybrid 

BiGRUCNN network 

F1-score (over 94%) Training 208,240, Dev 69,413, and Test 

69,415 Chinees tweets 

No 

[28] 

(2020) 

ML Deep neural network 

(DNN) 

F1: 70% 600 million English tweets, of which 6.5 

million are malicious tweets 

No 

[29] 

(2017) 

ML KNN, Bagging, NB 

and SVM 

KNN: 93%, Bagging: 94%, 

NB: 92% & SVM: 92 % 

1,956 English Comments of YouTube 

Videos 

No 

[30] 

(2017) 

DL Binary ML classifier 92-99 % 600 million English tweets No 

[31] 

(2018) 

ML Clustering & SVM Clustering: 70.8 & SVM: 

92.5% 

200,000 English Facebook posts No 

[32] 

(2021) 

ML SVM, NB, KNN, DT 

and RF 

SVM: 98% , NB: 99% , KNN: 

90% , DT: 94% &  RF: 84% 

5695 Emails No 

[33] 

(2022) 

ML Clustering Based on 

Peer acceptance 

96.9 % Three datasets:1. Social Honey Pot with 

size 2169, 2. HSpam14 with size 2000, 3. 

The Fake  

Project with size 1563 accounts 

No 

[34] 

(2022) 

ML Stacking Ensemble 

Classifier 

96–99.5 % 1600 reviews translated from English to 

Arabic & 1600 Arabic reviews 

No 
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[35] 

(2022) 

ML NB, SVM and LR NB: 0.74%, LR: 0.74%, 

SVM: 0.923% 

1648 Arabic spam tweets after 

augmentation. 

No 

[36] 

(2018) 

ML SVM, NB, & DT 87.32%, 82.42%, & 84.3% 1944 spam & 1559 legitimate Arabic 

tweets 

No 

[37] 

(2021) 

ML DT 92.63 % 3,000 Arabic Facebook comments No 

[38] 

(2020) 

ML Rule-based & NB 52% & 86% 150 WhatsApp & SMS Arabic messages No 

Table 5: Summary of Related Research on Spam Detection: Account Based Features 

Ref/ 

Year 

ML/DL Classifier Performance (Accuracy-

F1) 

Dataset Real 

time 

[39] 

2022 

DL CNN text model combined with 

metadata model 

Accuracy (94.27%) 1.2 million Arabic tweets 

for 16,700 users 

No 

[40] 

2020 

ML New semi- supervised graph 

embedding model based on a graph. 

attention network 

F1-score (91%) Not Applied size, English 

Twitter Account 

No 

[41] 

(2010) 

ML DT, NN, SVM & NB DT: 44.4%, NN: 58.8%, 

SVM: 40% and NB: 91.7% 

25,847 Twitter users, around 

500K English 

tweets, & around 49M 

follower/friend relationships 

Yes 

[42] 

(2019) 

ML LP & LS 91 % 1663 Twitter Arabic 

accounts 

No 

[43] 

(2019) 

ML LR with Clustering 99 % 1000 English Facebook 

users’ data 

Yes 

[44] 

(2019) 

DL DT 90% 3000 Twitter English 

accounts 

No 

[45] 

(2019) 

ML DT & NB DT: 99.28% & NB: 

78.33% 

2816 English Facebook 

accounts 

No 

[46] 

(2020) 

ML Similarity measures 

and DT 

90 % 2980 Twitter English fake 

accounts 

Yes 

[47] 

(2021) 

ML Logistic Regression and Particle 

Swarm Optimization (PSO) 

96% The Fake Project DS: 6973 

English Twitter accounts 

No 

Table 6: Summary of Related Research on Spam Detection: Hybrid Features_Part1 

Ref/ 

Year 

Features ML/DL Classifier Performance (Accuracy-F1) Dataset Real 

time 

[48] 

(2016) 

Account & 

Content 

ML ELM, SVM, DT, 

NB, BN 

ELM: 99.5%, SVM: 99.5%, DT: 

94.7%, NB: 93% & BN: 92.6% 

500 Chinese Sina 

Weibo Messages 

No 

[49] 

(2017) 

Content & 

Account 

ML NB, DT, SMO, DT 

(T for Table), LR, & 

SGD 

NB: 64.58%, DT: 76.57%, SMO: 

68.31%, DT (T for Table): 72.44%, 

LR: 74.38%, & SGD: 69.39% 

99 Arabic posts & 

9697 Facebook 

comments 

No 

[20] 

(2019) 

Account & 

Content 

ML SVM, DT, NB, 

KNN, & RF 

SVM: 60%, DT: 68%, NB: 12%, KNN: 

49%, & RF: 23% 

1729 English 

Twitter accounts 

No 

[50] 

(2019) 

Content ML NB & SVM NB: 86% & SVM: 83% 2000 Arabic 

tweets 

No 

[51] 

(2019) 

Account & 

Content 

ML SVM, DT, NN & 

NB 

SVM: 98.1%, DT: 98.4%, NN: 0%, & 

NB: 98.9% 

Chinese Sina Weibo 

Un-Specified size 

No 

[52] 

(2020) 

Tweet & 

Profile 

DL MOEFS + RDNN Hyves DS: 90.02%, Twitter DS: 

95.60% 

English 821 Hyves 

Messages & 61,675 

tweets 

No 

[53] 

(2020) 

Account & 

Content 

ML SVM & AraBERT SVM: 99.5% & AraBERT: 99.7% 134,222 Arabic 

Tweets 

No 

[54] 

(2016) 

Account & 

Content 

ML NB, RF, & SVM NB: 87.24%, RF:92.59%, & SVM: 

90.12% 

5000 Arabic Tweets No 

[14] 

(2016) 

Content & 

URL 

ML NB, SVM, & 

Integrated Approach 

NB: 94%, SVM: 92%, & Integrated 

Approach: 98% 

15000 URL & 100 

English users’ 

tweets 

No 



AI-based Spam Detection Techniques for Online Social 

Networks: Challenges and Opportunities 
Azza A. Abdo et al. 

 

98 

Table 7: Summary of Related Research on Spam Detection: Hybrid Features_Part2 

Ref/ 

Year 

Features ML/DL Classifier Performance (Accuracy-F1) Dataset Real 

time 

[55] 

(2012) 

Forwarding, 

URL, & 

Account 

ML NB, DT, RF BN: 84.74%, DT: 82.22%, RF: 

79.07% 

12,006 Chinese 

Sina Weibo message 

No 

[56] 

(2020) 

URL, WHO-Is, 

tweet, & 

network 

ML NB, DT, RF NB: 87%, DT: 89.2%, & RF: 

92.5% 

309,321 English 

tweets 

Yes 

[57] 

(2020) 

URL & Account ML LR, SVM, RF LR: 90.28%, SVM: 93.43%, & 

RF: 95.51% 

11,054 English 

account & URL 

No 

[58] 

(2022) 

Different 

Features 

ML Locally deep SVM, 

SVM, Boosted DT, LR, 

Averaged perceptron, 

NN, DF 

Locally deep SVM: 99.5%, 

SVM: 99.7%, Boosted. 

DT: 100%, LR: 99.8%, 

Averaged perceptron: 99.6%, 

NN: 99.5%, DF: 99.9% 

10,000 English 

Emails 

No 

[59] 

(2010) 

Account & 

Content 

ML DT, NN, SVM, NB DT: 44.4%, NN: 58.8%, SVM: 

40%, NB: 91.7% 

500 English 

Accounts 

No 

[60] 

(2012) 

Account DL Markov Clustering 

(MCL) 

FP: 88% & FB: 79% 320 Facebook 

English Accounts 

No 

[61] 

(2016) 

Graph & 

Content 

ML NB, LR, DT, RF, 

AdaBoostM1 

NB: 84.5%, LR: 82.3%, DT: 

89.2%, RF: 91.9%, 

AdaBoostM1: 83.8%. 

74,000 English 

Tweets 

No 

[62] 

(2018) 

Account ML KNN, DT, NB, RF, 

LR, SVM, and XG- 

Boost 

KNN: 92%, DT: 91%, NB: 

74%, RF: 92%, LR: 89%, 

SVM: 83%, XGBoost: 91% 

41,499 English 

Facebook, Twitter & 

MySpace Accounts 

No 

6 Conclusion 

This paper reviewed 45 studies related to phishing detection over OSNs. After gathering articles, they 

divided into three main groups being able to make the review more understandable: features-based 

prediction, real-time deployment system prediction and dataset language utilized in the prediction. After 

that, each category had investigated. A detailed comparison of the reviewed studies had illustrated in 

tables. We found that most of the studies that have been proposed focused on developing predictive 

models aimed at predicting phishing attacks based on hybrid features such as account and text spam 

detection for the English test dataset compared with another language. Finally, we concluded by 

outlining challenges associated with exploring issues and opportunities in the realm of ML and DL 

applications in phishing attack prediction. Future researchers should be considerate about spam detection 

for non-English languages by developing specialized NLP techniques to generate more sophisticated 

applications and services that can support prediction attack methods. Also, more study for OSNs real 

time spam detection systems should be in developed, to foresee phishing attempts in real times. 
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