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Abstract 

Phishing via URLs involves cyber attackers crafting deceptive websites or emails, mimicking 

genuine entities like banks or social media outlets. The objective is to dupe users into divulging 

personal data, such as their passwords or card numbers. This study assesses the potential of machine 

learning in identifying phishing domains by constructing and contrasting three distinct models. 

These models, crafted using CatBoost, XGBoost, and LightGBM techniques, are then juxtaposed 

against prior solutions documented in academic literature. We employed the UCI phishing domains 

dataset, sourced from URLs, as a performance benchmark for our models. Findings indicate that the 

model built on CatBoost outperforms its counterparts and also surpasses earlier documented 

methods. 

Keywords: CatBoost, XGBoost, LightGBM, Social Engineering. 

1 Introduction 

Social engineering attacks are fraudulent acts that aim at manipulating individuals and enterprises to 

disclose sensitive data. Such attacks can be classified as social-based, where relationships with victims 

are used; physical-based, where attackers perform physical actions to reveal the desired data; or 

technical-based, where information technology is used to reveal the desired data (Sigala, M., 2019). 

URL Phishing attacks, also known as web phishing, are widely used technology-based social 

engineering attacks. A phishing URL is a website address designed to look like a legitimate website to 

trick victims.  Such attacks are increasingly being launched via email, text, social media, gaming, or 

dating applications (Nguyen, G., 2019). Phishing approaches can generally be classified into five 

categories: whitelist-, blacklist-, content-, visual similarity- and URL based (Shorten, C., 2019).  

Recently, machine learning has been successfully used for URL phishing detection.  
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URL Phishing has been around for more than 30 years, and more victims are deceived yearly, 

especially during the COVID-19 pandemic (Vinayakumar, R., 2019). Common tactics for URL Phishing 

include link manipulation, using images instead of text to avoid phishing detection filters, malicious use 

of web scripting languages (such as Javascript) to hide the actual browser address bar, and misusing 

browser vulnerabilities. 

The literature suggests numerous phishing mitigation strategies, often introducing an additional 

security layer during user login attempts (Sivaraman, K., 2019). Implementing these strategies can be 

challenging due to the potential need for modifications on the website, collaboration, the risk of 

complicating user interfaces, or incurring additional authentication computation costs (Dwivedi, A.D., 

2019). Another avenue is user education, equipping individuals to recognize phishing attempts. Yet, 

relying solely on this method proves suboptimal, especially with the prevalence of inexperienced users 

(Al-Turjman, F., 2019). In contrast, phishing detection methods consistently outshine both prevention 

techniques and user training (Sivaraman, K., 2019). These detection methods can operate on the client 

side, or through specific software on the host or server side (Kumar, S., 2018). Importantly, they often 

demand minimal user training and bypass the need to alter existing authentication processes (Ang, L.M., 

2018). 

Phishing has grown exponentially over the past few years, with reports indicating that over 1.5 

million new phishing sites are created monthly. In 2020 alone, an estimated $3.5 billion was lost to 

phishing scams, highlighting the situation's urgency. For instance, in a high-profile case last year, a 

prominent company fell victim to a phishing attack that compromised the data of over 200,000 users. 

The financial and reputational costs associated with such breaches can be staggering. Therefore, 

employing machine learning to detect these malicious domains becomes not just beneficial but crucial. 

Conventional methods of phishing detection often resort to white or blacklisting, where legitimate 

websites are cataloged on a whitelist, while confirmed phishing sites are added to a blacklist for 

widespread dissemination, safeguarding users from potential threats. Nonetheless, these methods falter 

when confronted with novel phishing URLs, leaving unsuspecting users vulnerable until the malicious 

link is identified and blacklisted (Lau, B.P.L., 2019). Another tactic involves rule-based detection, where 

security experts derive rules from URL components, such as domain name similarities to recognized 

legitimate domains (Wu, Y., 2019). However, as phishers become privy to these rules, they devise 

strategies to circumvent them (Mosavi, A., 2019). 

Phishing detection has been modelled as a classification, and supervised machine learning has been 

used successfully for detecting phishing websites with various algorithms being tested (such as naïve 

Nayes, logistic regression, decision tree, and random forest) aiming to achieve a high accuracy and low 

false warning rate (Palanisamy, V., 2019). 

2 Literature Review  

Basit et al. employed a balanced website phishing dataset from the UCI machine learning repository 

with 11055 records and 30 features; the ensemble algorithm of K-NN combined with RFC attained an 

accuracy of 97.3% and the f-measure of 0.976, which was the best among all other models. The proposed 

classification method involved using the random forest classifier and combining it with three different 

classifiers (ANN, C4.5, and K-NN) using ensemble majority voting (Sadowski, J., 2019).  

XGBoost, Random Forests, Bagging, Adaboost, LightGBM, and Gradient Boost were among the 

genetic algorithm-based ensemble classifiers suggested for use in Al-Sarem et al.'s (Saura, J.R., 2019) 
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paper, which also used three medium-sized website phishing datasets (1000–31000 variables in each 

dataset), with datasets 1 and 3 showing some imbalance and dataset 2 being balanced. Random Forests 

produced the best results in the first and third datasets with 97.02% and 97.15% accuracy and f-measures 

of 0.9749 and 0.9590, respectively. LightGBM achieved the best accuracy, precision, and recall in the 

second dataset, reporting a 98.65% accuracy rate and an f-measure of 0.9865.  

Authors in (Nallaperuma, D., 2019) suggest a lightweight deep learning system. Experimental tests 

and comparisons have confirmed the recommended method's effectiveness. The experiments show an 

increase in the correct detection rate. The proposed method's ability to operate in real-time on an 

embedded single-board computer with energy-saving features has also been confirmed in this work. 

In the approach outlined in (Schulz, S., 2019), the authors methodically reduced the feature set to 

discern which URL attributes are pivotal for identifying phishing sites, all while maintaining high 

accuracy. This investigation utilized two datasets containing 48 and 87 features respectively. In the first 

dataset, a fusion of power predictive score correlation and recursive feature elimination was applied. 

The second dataset employed maximal information coefficient correlation alongside recursive feature 

elimination, while the third scenario integrated recursive feature elimination with Spearman correlation. 

Impressively, across all scenarios, even when leveraging the smallest feature subset, the combined 

methodologies consistently yielded high accuracy. Specifically, with just 10 features, Dataset 1 achieved 

an accuracy of 97.06%, while Dataset 2 reported a 95.88% accuracy. 

In (Shang, C., 2019), Using a character-level convolutional neural network (CNN) for phishing 

detection based on the URL of the website, authors suggested a quick deep learning-based solution 

model. The proposed model does not call for using any third-party services or retrieving any content 

from the target website. Without needing prior phishing knowledge, it collects data and sequential 

patterns of URL strings and uses those attributes to classify the URL quickly. Comparisons between 

numerous classical machine learning models and deep learning models are offered for evaluations 

utilizing a range of feature sets, including hand-crafted, character embedding, character level TF-IDF, 

and character level count vector features. The proposed model outperformed the current phishing URL 

models in the experiments, achieving an accuracy of 95.02% on our dataset and 98.58%, 95.46%, and 

95.22% on benchmark datasets. 

In (Yu, Y., 2019), authors examine certain common characteristics displayed by phishing websites 

and create a model to identify these websites. Several models, including Random Forest Classifier, 

Decision Tree Classifier, Logistic Regression, K Nearest Neighbors, Artificial Neural Networks, and 

Max Vote Classifier of Random Forest, Artificial Neural Networks, and K Nearest Neighbors, were 

trained on the dataset. The Max Vote Classifier of Random Forest (max depth 16), Decision Tree (max 

depth 18), and Artificial Neural Network (97.73%) had the highest accuracy. 

The goal of the authors in (Huang, M., 2019) was to train a system using Artificial Neural Networks 

(ANNs) and Deep Neural Networks (DNNs) based methods to detect odd requests by analyzing the 

URLs of web pages. We trained the algorithm using a dataset with 36,400 trustworthy web pages and 

37,175 phishing attempts. The experimental results show that the suggested approaches, which employ 

ANN and DNN approaches, respectively, have an accuracy rate of 92% and 96% in detecting phishing 

websites. 

A machine learning-based anti-phishing solution, known as PHISH-SAFE, was proposed by the 

author in (Xu, G., 2019) and is based on Uniform Resource Locators (URLs) properties. We have taken 

14 elements from the URL to determine whether a website is phishing or not in order to assess the 

performance of our suggested solution. More than 33,000 authentic and phishing URLs were used to 
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train the recommended system utilizing SVM and Naive Bayes classifiers. According to the findings of 

our investigation, an SVM classifier can detect phishing websites with 92% accuracy. 

3 Method 

Research Hypotheses:  

H1: Machine learning models can effectively detect phishing domains with higher accuracy than 

traditional methods.  

H2: Among the three evaluated machine learning models, there will be significant differences in their 

effectiveness in detecting phishing domains.  

Research Questions:  

RQ1: How influential are the three machine learning models in detecting phishing domains compared 

to traditional methods?  

RQ2: Which of the three machine learning models has the highest accuracy in detecting phishing 

domains?  

RQ3: What are the key features or factors the most effective machine learning model uses to 

distinguish between legitimate and phishing domains?  

This paper aims to develop an ensemble machine-learning model that can classify URLs as phishing 

or benign (safe) ones (Johnson, C., 2020). The proposed system is supposed to take any URL as input 

and accurately predict the class. In this research, we aim to find the effectiveness of using three different 

gradient-boosting algorithms: CatBoost, XGBoost and LightGBM. 

Our system architecture consisted of three main stages: 1-data preparation, data collection, data 

cleaning, and feature engineering. 2-learning process: training our proposed ensemble models on the 

training subset of the data, parameter tuning, and validation. 3-evaluation using our evaluation metrics.   

 

Figure 1: Framework for the Proposed System 

The dataset used in this research was the Kaggle malicious URLs dataset (Aqib, M., 2019), which 

included 522214 URLs; the counts of the URLs belonging to each class are shown in the table below.  

Table 1: Data Classification 

 Benign Phishing 

Train  342488  75283  

Test  85615  18828  

Total  428103  94111  
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The dataset included no features. In order to make it easier for the model to detect patterns more 

efficiently, we performed feature engineering. The final dataset consisted of 18 engineered features.  

𝑟 =
∑(𝑥𝑖 − �̅�)(𝑦𝑖 − �̅�)

√∑(𝑥𝑖 − �̅�)2 ∑(𝑦𝑖 − �̅�)2
                                                                 (1) 

r= correlation coefficient 

xi= values of the x-variable in a sample 

�̅�=mean of the values of the x-variable 

yi=values of the y-variable in a sample 

�̅�=mean of the values of the y-variable 

 

Figure 2: Pearson Correlation Heatmap 

Following data preparation, the dataset was divided into training (80%) and testing (20%) subsets 

following the Pareto 80/20 rule. The three models that were suggested were all gradient-boosting 

techniques.  

As a unit test, a single decision tree model was created to compare it to the ensemble model and see 

if it was successful and performed better than the single model.  

Boosting is an ensemble machine learning technique that employs decision trees one at a time and 

gradually combines them to improve predictions from the model.  

Due to their capacity to learn from the errors of each previous model by assigning weights to each 

prior prediction, boosting algorithms were used. Additionally, boosting provides a quick and accurate 

solution to categorization issues. The three algorithms employed were:  

CatBoost    

CatBoost is known for its ability to handle categorical features effectively without requiring manual 

encoding or preprocessing. It also uses various techniques to prevent overfitting, such as random 

permutations of feature values and gradient-based sampling of the training data (Leonelli, S., 2020). 

First, we used the default hyperparameters of the model. Then, after using grid search and cross-

validation to find the best hyperparameters for the problem, we set the learning rate to 0.1 max depth to 

10, meaning that each decision tree will have a maximum depth of 10.  
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Hyperparameter Tuning: A grid search was performed using the CatBoost built-in hyperparameter 

tuning tool. The key hyperparameters tuned included learning_rate, depth, l2_leaf_reg, and iterations. 

Feature Engineering: Given CatBoost's ability to handle categorical data directly, nominal variables 

like 'domain_suffix' were passed without one-hot encoding. Numeric features were scaled using Min-

Max scaling. 

XGBoost  

XGBoost is known for its efficiency and scalability, and it has been used in many winning solutions in 

machine learning competitions. It can handle various data types, including numerical and categorical 

data, and supports classification and regression tasks (Stylos, N., 2019).  

Hyperparameter Tuning: A combination of random search and grid search was used for 

hyperparameter tuning using Scikit-learn's GridSearchCV. Hyperparameters tuned included 

learning_rate, max_depth, min_child_weight, gamma, subsample, and colsample_bytree. 

Feature Engineering: Categorical variables were one-hot encoded. Numeric features were 

standardized using Z-score normalization. Feature importance was assessed using the plot_importance 

function from XGBoost, and non-influential features were removed. 

LightGBM  

LightGBM (Light Gradient Boosting Machine) is a gradient boosting framework that Microsoft 

developed. It is an open-source, distributed machine-learning library designed to be fast, scalable, and 

efficient(Song, Q., 2019). 

LightGBM supports various data types, including categorical features, and can be used for 

classification and regression tasks. It also includes several techniques to prevent overfitting, such as 

early stopping and regularization. A 5-fold cross-validation reduces bias and ensures the model performs 

well with any subset of testing data.  

Hyperparameter Tuning: Bayesian optimization was applied for hyperparameter tuning using the 

Optuna library. The key hyperparameters tuned included learning_rate, num_leaves, min_data_in_leaf, 

feature_fraction, and bagging_fraction. 

Feature Engineering: Categorical variables were label encoded. Numeric features were scaled using 

Robust scaling. Based on the feature importance plot from LightGBM, some feature interactions were 

created to enhance the model's predictive power. 

 

Figure 3: Visual Representation of a 5-fold Cross-validation Process 
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After training the model, binary classification will be carried out on the testing data, and the model's 

performance will be evaluated using the following evaluation metrics: accuracy, precision, and recall 

using the confusion matrix.

 

Figure 4: Confusion Matrix 

True Positive (TP) refers to accurately classifying a sample into the positive class. 

True Negative (TN) refers to a sample being accurately identified as being in the negative class. 

False Positive (FP) refers to a sample that should have been classed as positive but was instead 

incorrectly assigned to the negative class. 

False Negative (FN) refers to a sample that should be categorised as positive but is mistakenly placed 

in the negative class.  

The measures we used are calculated using the following equations. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
                                                                      (2) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
                                                                                               (3) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
                                                                                                (4) 

4 Results and Discussion 

This section explains the research results and, at the same time, gives. Our research revealed that the 

ensemble model performed better than the traditional techniques. The single model used was a decision 

tree model, and it achieved an accuracy of 95%, an f-measure of 0.97, a recall of 0.97, and a precision 

of 0.97.  

In this work, we developed an ensemble machine-learning model for detecting whether a URL is 

benign or phishing. To measure the effectiveness of the proposed approach, we have evaluated the 

system performance in terms of the evaluation metrics mentioned above, and we report our empirical 

results in this section.  

The table above shows that the CatBoost model was the best-proposed model with an accuracy of 

96.9% and an F-measure of 0.98, so this model can be selected from this research to predict and detect 

phishing websites.  

Figure 5 below shows the feature importance of the CatBoost model.  
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Figure 5: Features Importance 

Table 2: Performance Summary of Proposed Models 

 CatBoost XGBoost Light GBM 

Precision 0.98 0.93 0.96 

Recall 0.98 0.97 0.98 

Accuracy 96.9% 92.1% 95.2% 

F-measure 0.98 0.95 0.97 

Table 3: Comparison of Related Works and Proposed Algorithm 

Ref Algorithm  F-measure Accuracy 

[14] ANN, C4.5, and K-NN 98% 97% 

[15] Random Forests 96% 97% 

[18] CNN 95% 95% 

[19] DTC, LR 94% 97% 

[20] ANN, DNN 93% 92% 

[21] SVM and Naive Bayes  92% 92% 

Proposed CatBoost 98% 97% 

XGBoost 95% 92% 

LGBM 97% 95% 

The class imbalance problem is solved using the F-measure score as our primary metric to assess a 

model's performance. For instance, if the class ratio is 99:1 and the model consistently predict the first 

class, it will achieve 99% accuracy without considering the second class. 

5 Conclusion 

In conclusion, three models were created and evaluated in this paper's proposal to apply gradient-

boosting learning in detecting phishing websites. After completing feature engineering, the proposed 

models (CatBoost, XGBoost, and LGBM) were evaluated on the Kaggle harmful URLs dataset. The 

models' task was categorising the URLs as benign or phishing in binary form. We looked at many 

different applications for these models to get the best results. We tried to make them more effective by 

using grid search for parameter tweaking and cross-validation to lessen model bias.  

The accuracy for the CatBoost, XGBoost, and LGBM models was 96.9%, 92.1%, and 95.2%, 

respectively, with f-measures of 0.98, 0.95, and 0.97.  Overall, the CatBoost model outperformed the 

other suggested models in this research.  
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Given that the dataset we used for our research was significantly more significant than any of the 

cited relevant works, our proposed model performed well compared to other research that used boosting. 

The future development of a comprehensive system with improved accuracy and less bias is our key 

objective. We want to test our best model on other datasets to assess it further and enhance its overall 

performance.  Additionally, the system can be expanded and refined to label particular URLs as 

questionable websites, alerting users and lowering the rate of false negatives.  
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