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Abstract 

As the user base expands, social network data becomes more intricate, making analyzing the 

interconnections between various entities challenging. Various graph visualization technologies are 

employed to analyze extensive and intricate network data. Network graphs inherently possess 

intricacy and may have overlapping elements. Graph clustering is a basic endeavor that aims to 

identify communities or groupings inside networks. Recent research has mostly concentrated on 

developing deep learning techniques to acquire a concise representation of graphs, which is then 

utilized with traditional clustering methods such as k-means or spectral clustering techniques. 

Multiplying these two-step architectures is challenging and sometimes results in unsatisfactory 

performance. This is mostly due to the lack of a goal-oriented graph encoding developed explicitly 

for the clustering job. This work introduces a novel Deep Learning (DL) method called Deep 

Attentional Implanted Graph Clustering (DAIGC), designed to achieve goal-oriented clustering. Our 

approach centers on associated graphs to thoroughly investigate both aspects of data in graphs. The 

proposed DAIGC technique utilizes a Graph Attention Autoencoder (GAA) to determine the 

significance of nearby nodes about a target node. This allows encoding a graph's topographical 

structure and node value into a concise representation. Based on this representation, an interior 

product decoder has been trained to rebuild the graph structure. The performance of the 

proposed approach has been evaluated on four distinct types and sizes of real-world intricate 

networks, varying in vertex count from 𝑁 = 102 𝑡𝑜 𝑁 = 107. The performance of the suggested 
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methods is evaluated by comparing them with two established and commonly used graph clustering 

techniques. The testing findings demonstrate the effectiveness of the proposed method in terms of 

processing speed and visualization compared to the state-of-the-art algorithms.  

Keywords: Goal-oriented Graph Encoding, Clustering, Social Networks, Visualization, Analysis, 

Deep Learning. 

1 Introduction to Graph Clustering 

The presence of a social structure is seen as a crucial characteristic of complicated networks found in 

real-world scenarios. Key topological characteristics of sophisticated networks are a power-law 

dispersion of node degrees, a high clustering factor, and a reduced separation degree. Due to their 

topological properties, nearly all complicated networks in the actual world exhibit a mesoscopic level of 

connections known as communities (Sun et al., 2020). The society is an associated subgraph in which 

most internal nodes are more strongly connected than external ones. Within neighborhoods, nodes are 

expected to possess shared traits or fulfill comparable jobs within a network. By recognizing and 

evaluating the structure of the underpinning communities, one can get valuable insights into the intricate 

network systems (Jin et al., 2021).  

Link weights (w) are commonly used in real-world networks to quantify the proximity, strength, or 

capability between nodes. Networks that have linkages with assigned weights are referred to as weighted 

networks. The weights of links play a crucial role in determining the operational and structural 

characteristics of complex networks found in the real world. Within social networks, nodes symbolize 

individuals, while the links connecting these nodes symbolize their interpersonal connections (Gong et 

al., 2020). Link weights increase as the strength of the relationship between persons increases and 

decreases as the strength of the relationship falls. (Kolomeets et al., 2021). 

Conversely, in non-social networks, link weights represent connections' specific roles. For instance, 

connection weights in a food web network can indicate the varying power levels or carbon circulation 

between predator-prey groups. In metabolic networks, link weights can reflect the differing amounts of 

fluid along specific reaction routes. In transit networks, link weights can represent the traffic moving 

along connections. Lastly, in neural networks, link weights can signify the number of organic processes 

and gap junctions involved (Knyazeva & Talalaeva 2021).  

Graph clustering seeks to divide the nodes in the graph into separate and non-overlapping clusters. 

Common uses of this technology are identifying communities, segmenting groups, and discovering 

functional groups within workplace social networks (Yang et al., 2022). For associated graph clustering, 

a crucial issue is how to effectively retain the structural link and utilize the data contained in the nodes.  

To address this issue, recent research has employed deep learning methods to acquire concise 

representations that effectively utilize the abundant information in the material and structural data           

(Wu et al., 2020). Utilizing the acquired graph embedding, basic clustering methods like k-means are 

employed. The autoencoder is a widely used option for embedding-based approaches (Dehmamy et al., 

2019). It is particularly useful in unsupervised contexts because it can learn hidden representations.  

However, it is important to note that all these methods that rely on embeddings follow a two-step 

process. An issue arises when the acquired embedding may not be the most suitable for the succeeding 

graph clustering job, and the graph clustering task does not provide any advantages to the graph 

embedding learning process. A goal-oriented training framework is widely sought to attain reciprocal 

advantages for these two stages. However, conventional goal-oriented training methods are mostly 

utilized for classification tasks—for example, authors in (Ding et al., 2021) introduced graph 
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convolutional networks for interconnected data. As far as we know, a limited number of works on goal-

oriented embedding approaches for graph clustering exist. In light of these facts, we present a 

methodology in this research that utilizes a goal-oriented Graph Attentional Autoencoder (GAA) to 

perform related graph clustering.  

2 Related Works on Graph Clustering, Graph Autoencoders, and Graph 

Clustering Attention Methods 

This section introduces graph clustering, autoencoders, and standard graph clustering attention methods.  

2.1. Graph Clustering 

This process groups nodes in a graph based on similarities or connections. The Gaussian Pigeon-

Oriented Graph Clustering (GPOGC) method by Sun and colleagues is designed for social networks 

(Sun et al., 2019). The Gaussian pigeon-inspired method maximizes social network graph clustering. 

This is implemented in real-world social networks. The algorithm improves clustering performance, as 

shown by cluster quality metrics like modularity and silhouette score. This method improves social 

network clustering, especially with complex interactions. Limitations include being sensitive to 

parameter adjustment and not applying to all graph architectures.  

The Hard Sample Aware Network for Contrastive Deep Graph Clustering was introduced by Liu and 

colleagues (Liu et al., 2023). The implementation involves building a graph data network sensitive to 

difficult samples. In contrastive deep graph clustering, the output shows improved clustering accuracy 

and the model's excellent handling of difficult data. Benefits include improved efficiency in complex 

graph topologies. Higher computing complexity and dataset peculiarities may be drawbacks.  

Liu and colleagues propose Simple Contrastive Graph Clustering for graph clustering. The method 

involves creating a simple but effective contrastive learning framework for graph clustering (Liu et al., 

2023). Results show improved clustering accuracy and the technique's simplicity and efficacy. Benefits 

include direct and effective graph clustering. Complex network topologies may present management 

challenges.  

Müller uses graph neural networks to cluster graphs. Neural networks are used to learn graph node 

knowledge representations and cluster them. The output shows improved clustering results, including 

purity and normalized mutual information (Müller 2023). Neural networks can record complex graph 

topologies. Hyperparameter adjustment and high computing requirements are drawbacks. These sources 

show how to cluster graphs in social networks, deep graph clustering, and using Gaussian-inspired 

optimization and Graph Neural Networks. Each method has advantages and drawbacks depending on 

the graph data and clustering goal.  

2.2. Graph Autoencoder 

Liu and colleagues use Graph Autoencoders to hide social network communities. A graph autoencoder 

is trained to create concise network representations while preserving community structures (Liu et al., 

2022). The output shows how to hide communities in graph representations, and the values may include 

metrics for community concealment. Community structure maintenance is efficient with graph 

autoencoders. Fine-tuning hyperparameters and managing large networks may be difficult.  
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Liu and colleagues present Siga, a new social network rating prediction method that combines Social 

Influence Modeling and Graph Autoencoder (Liu et al., 2023). The process uses graph autoencoders to 

model social impact patterns. The application estimates ratings using the Siga algorithm on real-world 

datasets. Forecasting ratings are more accurate, and the values include MSE and RMSE. Social impact 

modeling improves rating prediction accuracy. It may be susceptible to noisy data and require careful 

parameter tuning.  

Yang and colleagues propose using Multi-Modal Graph Edge Variational Autoencoders to learn 

about social network relationships (Yang et al., 2020). Integration of variational autoencoders into a 

multi-modal framework captures complex social network relationships. The output shows improved 

relationship learning, and the values may include metrics to assess relationship quality. Representing 

and analyzing social network relationships with multiple modes or types is an advantage. Complex 

computations and relationship management may be drawbacks.  

These references show how graph autoencoders can conceal communities, predict ratings, and learn 

relationships in social networks. Each method improves representation learning and prediction precision, 

but drawbacks vary by job and dataset.  

2.3. Attention Mechanisms  

Human eyesight has a unique signal-processing system called the attention mechanism. The human 

visual system rapidly scans the image, known as the focus of attention, to find the region of interest and 

eliminate irrelevant information. Attention models, first used in machine translation, are now used in 

natural language processing, picture recognition, and recommender systems. Visual attention processes 

can quickly identify Image regions of interest (Fu et al., 2017). 

Graph Attention Networks (GAN) (Casanova et al., 2018) utilize the self-attention process to 

aggregate information from neighboring nodes in graph clustering. This enhances the capacity to 

represent node attributes and enables adaptive weighting of various neighbors. Graph Convolutional 

Network with Attention Graph Clustering (GCAGC) is an adaptive graph convolution network 

incorporating attention graph clustering (Zhang et al., 2020). The Attention-driven Graph Clustering 

Network (ADGCN) (Peng et al., 2021) is an innovative deep clustering technique using a heterogeneous 

fusion module to combine node characteristics and topological information dynamically. Additionally, 

it utilizes the attention mechanism to merge matching features dynamically. 

3 Deep Attentional Implanted Graph Clustering (DAIGC) to Achieve           

Goal-oriented Clustering 

This paper introduces a novel framework called Deep Attentional Implanted Graph Clustering (DAIGC) 

for achieving goal-oriented clustering. A GAA capable of learning latent representations has been 

created to leverage the interconnectedness of different graph data types. The encoder utilizes a GAN to 

leverage the graph's layout and the information that resides in the nodes. Several encoders are stacked 

to construct a deep architecture for learning embeddings. The decoder, located on the opposite end, 

reconstructs the topographical graph data and changes the implicit graph model. In addition, we utilize 

a self-training module that uses the "assured" clustering allocations as soft tags to direct the optimization 

process. This focused clustering component combines implanting training and clustering into a single 

framework, enhancing clustering efficiency by optimizing the clustering distribution to match an 

improbable improved distribution. This approach differs from the two-step implanting learning-based 

methods illustrated in Figure 1. 
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Figure 1: Conventional two-step implanting learning-based methods and the proposed implanting model 

This paper focuses on the clustering task applied to attributed graphs. A graph is denoted as 𝐺 =

 (𝑊;  𝐸;  𝑌), where 𝑊 = {𝑤𝑗}, 𝑗 = 1,2, … . . 𝑛 represents a collection of nodes and 𝑊 = {𝑤𝑗𝑖} represents 

a collection of edges connecting the nodes. The graph G's topographical structure can be depicted using 

an adjacency matrix 𝐵, where 𝐵𝑗,𝑖 = 1, if [𝑤𝑗, 𝑤𝑖] ∈ 𝐸; otherwise 𝐵𝑗,𝑖 = 0. The attribute values 𝑌 =

{𝑦1; 𝑦2 … … . . 𝑦𝑛} consist of real-value attribute vectors 𝑦𝑖 ∈ 𝑆𝑚 associated with vertex 𝑤𝑗. 

Graph clustering is the process of dividing the nodes in graph 𝐺 into 𝑙 separate groups, denoted as 

{𝐺1, 𝐺2, … … . , 𝐺𝑙}. The objective is to ensure that nodes within a particular cluster are usually adjacent 

in graph design but distant from nodes in other clusters. Additionally, nodes within a similar cluster are 

more likely to have identical attribute values. The framework depicted in Figure. 2 comprises a GAA and 

a self-learning clustering unit. 

GAA utilizes a graph attention mechanism to process the values of attributes and the graph's layout 

as input. It then learns the implicit embedding by reducing the restoration loss. 

The self-learning unit conducts clustering using the acquired illustration and adjusts the implicit 

representation based on the present clustering outcome. 

DAIGC simultaneously learns the graph implanting and conducts clustering within a cohesive 

framework, allowing each element to enhance the other. 

 

Figure 2: Proposed DAIGC framework 
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The theoretical structure of DAIGC has been depicted in Figure 2. DAIGC is a method that utilizes 

a GAA to learn a hidden depiction 𝑋 from a graph 𝐺 =  (𝑊;  𝐸;  𝑌). It then changes this representation 

using a self-learning clustering unit, which is optimized alongside the autoencoder and performs 

clustering during learning. 

3.1. GAA 

The GAA model integrates graph structure and attribute information to cluster attributed graphs 

effectively. The encoder captures the attention weights for neighboring nodes and aggregates their 

attribute information: 

ℎ𝑗 = 𝑠𝑖𝑔𝑚𝑎(∑ 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝛼𝑗𝑖). 𝑊1. 𝑦𝑖)𝑛
𝑖=1      (1) 

Attention coefficients (𝛼𝑗𝑖) are computed using a shared self-attention mechanism: 

𝛼𝑗𝑖 =
𝑒𝑥𝑝(𝐿𝑒𝑎𝑘𝑦𝑅𝑒𝐿𝑈([𝑎𝑇.[𝑊2. 𝑦𝑗||𝑊3. 𝑦𝑖]]))

∑ 𝑒𝑥𝑝(𝐿𝑒𝑎𝑘𝑦𝑅𝑒𝐿𝑈([𝑛
𝑙=1 [𝑎𝑇.[𝑊2. 𝑦𝑗||𝑊3. 𝑦𝑙]]))

     (2) 

|| depicts the concatenation, 𝑊1, 𝑊2, 𝑊3 are the learning weight matrices and 𝑎𝑇 is the attention 

parameter. The decoding of GAA involves the reconstruction of the input graph using the trained node 

implanting and is given as: 

�̂� = 𝜎(𝑊4. ℎ𝑗)         (3) 

ℎ𝑗 is the trained implanting that is utilized for clustering. The attention technique included in the 

GAA enables the model to concentrate on pertinent surrounding nodes throughout the encoding process. 

This ensures that the acquired embeddings effectively capture the graph's structure and attribute 

information. The decoder reconstructs the graph using these embeddings, while the clustering unit 

utilizes them to create significant clusters. This integration enables efficient clustering in graphs with 

attributes. 

The encoding process of the GAA captures the attention weights of adjacent nodes. It combines their 

attribute information, enabling a thorough representation of the graph's structure and the nodes' 

properties. The attention mechanism is characterized by attention coefficients, denoted as 𝛼𝑗𝑖, which are 

calculated via a shared self-attention process. This technique includes a weight matrix that can be learned 

(denoted as 𝑊1) and a shared attention parameter (denoted as 𝑎𝑇). These components enable the model 

to concentrate on pertinent information when encoding. 

The decoding procedure uses the acquired node embeddings to recreate the input graph. The attribute 

values that have been rebuilt (�̂�) are acquired by utilizing a decoding layer (𝑊4) and a sigmoid activation 

function. The acquired embedding (ℎ𝑗), functions as a comprehensive depiction of network nodes, 

encompassing structural and attribute-based data. 
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Pseudocode 1: Proposed DAIGC to achieve goal-oriented clustering 

# Graph Clustering 

Number of clusters:𝐺 =  {𝐺1, 𝐺2, . . . , 𝐺𝑙} 

# Components 

DAIGC: Integrate GAA and Self-learning Clustering Unit 

# Algorithm 

𝑑𝑒𝑓 𝑔𝑟𝑎𝑝ℎ_𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛𝑎𝑙_𝑎𝑢𝑡𝑜𝑒𝑛𝑐𝑜𝑑𝑒𝑟(𝐺, 𝑙):  

 # Encoding Phase 

 𝑊1, 𝑊2, 𝑊3, 𝑊4, 𝑎 =  𝑖𝑛𝑖𝑡𝑖𝑎𝑙𝑖𝑧𝑒_𝑤𝑒𝑖𝑔ℎ𝑡𝑠() 

 𝐻 =  𝑔𝑟𝑎𝑝ℎ_𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛_𝑒𝑛𝑐𝑜𝑑𝑖𝑛𝑔(𝐺, 𝑊1, 𝑊2, 𝑎)  

 # Decoding Phase 

 𝑌_ℎ𝑎𝑡 =  𝑔𝑟𝑎𝑝ℎ_𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛_𝑑𝑒𝑐𝑜𝑑𝑖𝑛𝑔(𝐻, 𝑊3, 𝑊4)  

 # Self-learning Clustering 

 𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠 =  𝑠𝑒𝑙𝑓_𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔_𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑖𝑛𝑔(𝐻, 𝑙);  𝑟𝑒𝑡𝑢𝑟𝑛 𝑌_ℎ𝑎𝑡, 𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠 

# Graph Attention Encoding 

𝑑𝑒𝑓 𝑔𝑟𝑎𝑝ℎ_𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛_𝑒𝑛𝑐𝑜𝑑𝑖𝑛𝑔(𝐺, 𝑊1, 𝑊2, 𝑎)  

 # Compute attention coefficients 

 𝛼 =  𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒_𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛_𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡𝑠(𝐺, 𝑊1, 𝑎) 

 # Aggregate neighboring nodes' information 

 𝐻 =  𝑎𝑔𝑔𝑟𝑒𝑔𝑎𝑡𝑒_𝑖𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛(𝐺, 𝛼, 𝑊2; return H 

# Graph Attention Decoding 

𝑑𝑒𝑓 𝑔𝑟𝑎𝑝ℎ_𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛_𝑑𝑒𝑐𝑜𝑑𝑖𝑛𝑔(𝐻, 𝑊3, 𝑊4):  

 # Reconstruct attribute values 

 𝑌_ℎ𝑎𝑡 =  𝑟𝑒𝑐𝑜𝑛𝑠𝑡𝑟𝑢𝑐𝑡_𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑠(𝐻, 𝑊3, 𝑊4) ;  𝑟𝑒𝑡𝑢𝑟𝑛 𝑌_ℎ𝑎𝑡   

# Self-learning Clustering 

𝑑𝑒𝑓 𝑠𝑒𝑙𝑓_𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔_𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑖𝑛𝑔(𝐻, 𝑙):  

# Perform clustering using learned embeddings 

𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠 =  𝑘_𝑚𝑒𝑎𝑛𝑠_𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑖𝑛𝑔(𝐻, 𝑙);  𝑟𝑒𝑡𝑢𝑟𝑛 𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠  

# Helper Functions 

𝑑𝑒𝑓 𝑖𝑛𝑖𝑡𝑖𝑎𝑙𝑖𝑧𝑒_𝑤𝑒𝑖𝑔ℎ𝑡𝑠():  

 # Initialize learnable weight matrices 

 𝑊1, 𝑊2, 𝑊3, 𝑊4 =  𝑖𝑛𝑖𝑡𝑖𝑎𝑙𝑖𝑧𝑒_𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠()   

 # Shared attention parameter 

 𝑎 =  𝑖𝑛𝑖𝑡𝑖𝑎𝑙𝑖𝑧𝑒_𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛_𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟();  𝑟𝑒𝑡𝑢𝑟𝑛 𝑊1, 𝑊2, 𝑊3, 𝑊4, 𝑎  

𝑑𝑒𝑓 𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒_𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛_𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡𝑠(𝐺, 𝑊1, 𝑎):  

# Calculate attention coefficients using a shared self-attention mechanism 

𝛼 =  𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛_𝑚𝑒𝑐ℎ𝑎𝑛𝑖𝑠𝑚(𝐺, 𝑊1, 𝑎);  𝑟𝑒𝑡𝑢𝑟𝑛 𝛼  

𝑑𝑒𝑓 𝑎𝑔𝑔𝑟𝑒𝑔𝑎𝑡𝑒_𝑖𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛(𝐺, 𝛼, 𝑊2):  

# Aggregate neighboring nodes' information using attention coefficients 

 𝐻 =  𝑎𝑔𝑔𝑟𝑒𝑔𝑎𝑡𝑒_𝑤𝑖𝑡ℎ_𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝐺, 𝛼, 𝑊2);  𝑟𝑒𝑡𝑢𝑟𝑛 𝐻 

𝑑𝑒𝑓 𝑟𝑒𝑐𝑜𝑛𝑠𝑡𝑟𝑢𝑐𝑡_𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑠(𝐻, 𝑊3, 𝑊4):  

 # Reconstruct attribute values 

 𝑌_ℎ𝑎𝑡 =  𝑟𝑒𝑐𝑜𝑛𝑠𝑡𝑟𝑢𝑐𝑡(𝐻, 𝑊3, 𝑊4);  𝑟𝑒𝑡𝑢𝑟𝑛 𝑌_ℎ𝑎𝑡  

𝑑𝑒𝑓 𝑘_𝑚𝑒𝑎𝑛𝑠_𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑖𝑛𝑔(𝐻, 𝑙):  

 # Perform K-means clustering 

𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠 =  𝑘_𝑚𝑒𝑎𝑛𝑠(𝐻, 𝑙);  𝑟𝑒𝑡𝑢𝑟𝑛 𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠   
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The self-learning clustering unit employs the acquired embeddings to cluster the attributed graph, 

creating significant clusters. The effectiveness of the DAIGC in improving clustering performance in 

attributed graphs is demonstrated by the integrated method (GAA+ Self-learning Clustering Unit) seen 

in Pseudocode 1. This technique combines graph structure with attribute information. The suggested 

model is a potential approach to enhance clustering tasks where graph topology and node properties are 

significant factors. 

4 Results and Discussion 

To assess the effectiveness of the suggested community discovery method, we conducted tests on several 

types and scales of real-world complex networks. We have chosen varying-sized networks, ranging from 

30 to 1,40,6135 nodes. Before conducting tests, we transformed all unweighted networks into weighted 

networks by allocating a weight of 1 to all edges.  

Table 1: The database used in the experiment 

Database Nodes Edges Description 

Facebook 900 73295 This network is specifically designed to exchange confidential 

messages among its users. 

Social 

Networks 

1901 19986 This social networking platform, similar to Facebook, originated 

from a community of users. 

Elegans 305 2458 The dataset comprises neural network data. 

Bn-fly 1805 32587 The dataset comprises brain networks. 

The experiments were conducted on a standalone computer machine equipped with a 2.5GHz quad-

core CPU, 10MB cache, 128GB RAM, and running the Microsoft Windows operating system. The 

database used in the experiment is shown in Table 1. 

 

Figure 3: Visual representations of communities in various networks. (a) Elegans, (b) Social Networks, 

(c) Bn-fly, and (d) Facebook 
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Figure 3 displays visual representations of communities in various networks using our suggested 

methodology. To differentiate the communities, distinct colors have been assigned to them throughout 

the process of producing their representations. The visualization results demonstrate that the proposed 

method successfully identified communities of enough size in varying-sized networks. Greater 

community size correlates directly with less visual complexity. 

 

Figure 4: Performance comparison of various algorithms regarding processing time (s) 

Figure 4 depicts a performance comparison among three algorithms: the proposed DAIGC, Stability 

Optimization (Mavroeidis & Marchiori 2014), and the Danon approach (Danon et al., 2006). The 

comparison is based on the processing time (in seconds) for different numbers of nodes. With increasing 

nodes, the proposed DAIGC constantly surpasses previous approaches, demonstrating its superior 

efficiency in managing larger-scale networks. With a network size of 1 million nodes, the proposed 

DAIGC algorithm takes 75 seconds to complete. In comparison, the Stability Optimization algorithm 

takes 100 seconds, while the Danon approach takes 500 seconds. This suggests that the proposed DAIGC 

has greater processing efficiency, making it an attractive option for situations involving large node 

populations. 

5 Conclusion 

This study presents a new DL technique named Deep Attentional Implanted Graph Clustering (DAIGC), 

which aims to accomplish goal-oriented clustering. We focus on utilizing connected graphs to analyze 

comprehensively both aspects of data presented in graphs. The proposed DAIGC approach employs a 

Graph Attention Autoencoder (GAA) to ascertain the importance of neighboring nodes concerning a 

target node. This enables encoding a graph's topographical structure and node value into a brief form. A 

trained interior product decoder can reconstruct the graph structure using this format. The efficacy of 

the suggested methodology has been assessed on four different categories and magnitudes of complex 

real-world networks, ranging in vertex quantity from N=102 to N=107. The efficacy of the proposed 

approaches is assessed by contrasting them with two well-established and widely employed graph 

clustering techniques. With a network size of 1 million nodes, the proposed DAIGC algorithm takes 75 

seconds to complete. 

In comparison, the Stability Optimization algorithm takes 100 seconds, while the Danon approach 

takes 500 seconds. This suggests that the proposed DAIGC has greater processing efficiency, making it 
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an attractive option for situations involving large node populations. The testing results illustrate the 

efficacy of the suggested approach in terms of its processing speed and visualization capabilities when 

compared to the most advanced algorithms currently available. 
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