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Abstract 

The influence of fast food is very large on people's health, it can cause dangers such as weight gain 

and obesity, poor nutrition, digestive disorders, increased blood pressure and cholesterol, increased 

risk of serious diseases such as cancer, diabetes and heart disease. Doctors who diagnose heart 

disease cannot be seen directly, with the help of an electrocardiogram, an examination using an 

electrocardiogram to detect abnormalities in the heart such as heart rhythm disturbances and 

pericarditis. The electrocardiogram tool detects how long the electrical waves last through 

measuring intervals and the amount of electrical activity in the heart muscle. The 

electrocardiogram tool consists of 12 leads. This research aims to diagnose heart abnormalities 

using the backpropagation method approach and to determine the level of accuracy of diagnosing 

heart abnormalities in patients. An artificial neural network is a network of interconnected nodes, 

where each connection has a connection weight distributed across all nodes. Meanwhile, the 

backpropagation learning algorithm is a guided learning algorithm whose input and output are 

known in advance. In addition to building artificial neural network models for predictive 

capabilities. Backpropagation is a method of working backwards, which can reduce the number of 

errors. The model will be evaluated using 10% separate data as validation data. The evaluation 

model created uses RMSE, confusion matrix, and ROV curve to find out how well the model 

performs in making predictions. The results of this research show an RMSE (Root Mean Square 

Error) value of 0.33, a matrix confusion value of 88.89%, and an ROC curve value with an ROC 

curve area = 0.88. The results of data analysis using artificial neural networks with the 

backpropagation method approach provide maximum results. The results of data analysis using 
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artificial neural networks with a backpropagation method approach provide maximum results for 

diagnosing patient heart abnormalities. 

Keywords: Artificial Neural Network, Backpropagation, Classification of Heart Defects, ROC 

Curve, RMSE (Root Mean Square Error).  

1 Introduction 

The influence of fast food is very large on people's health, it can cause dangers such as weight gain 

and obesity, poor nutrition, digestive disorders, increased blood pressure and cholesterol, increased 

risk of serious diseases such as cancer, diabetes and heart disease. Doctors who diagnose heart disease 

cannot be seen directly, with the help of an electrocardiogram, an examination using an 

electrocardiogram to detect abnormalities in the heart such as heart rhythm disturbances and 

pericarditis. The electrocardiogram device detects how long the electrical waves last through the 

measurement interval and the amount of electrical activity in the heart muscle. The electrocardiogram 

device consists of 12 leads. This research determines the weight in diagnosing heart abnormalities 

using the backpropagation method approach and to determine the level of accuracy of artificial neural 

networks in diagnosing heart abnormalities in patients using the backpropagation method approach. 

An artificial neural network is a network of interconnected nodes, where each connection has a 

connection weight that is distributed to all nodes. Meanwhile, the backpropagation learning algorithm 

is a supervised learning algorithm whose input and output are known in advance. Apart from building 

artificial neural network models for predictive capabilities, data exploration is also carried out to gain 

insight and correlation for each variable or column in the dataset. Cardiologists are greatly helped in 

diagnosing heart problems more accurately and quickly with the artificial neural network (ANN) 

approach (Muralidharan, 2020). Evaluating the overall effectiveness and accuracy of predictions for 

diagnosing heart defects using a computational method approach (Yadav et al., 2022). 

Backpropagation is a learning process when assigning weights to minimize the square value between 

model outputs, so that artificial neural networks become a fundamental element of the structural 

paradigm of information processing systems (Khan Mamun & Elfouly, 2023; Asadov, 2018). 

Apart from using the backpropagation method to diagnose heart abnormalities, there are many 

approaches or methods for diagnosing heart abnormalities such as detecting ventricular fibrillation 

using the support vector machine (SVM) approach (Pavithra  et al., 2015; Panigrahy et al., 2021), heart 

diagnosis using fuzzy PCA support vector machine approach (Crippa et al., 2020), Cardiovascular 

disease diagnosis uses an artificial intelligence approach with the aim of getting the best accuracy 

value for each classifier (Abdeldjouad et al., 2020); identification of cardiovascular disease is carried 

out by cleaning and engineering Auto ML features, for the gradient enhancement process (Fayez et al., 

2023); diagnose heart defects using a machine learning method approach, with bagging and boosting 

techniques to increase endurance (Srinivasa Rao  et al,, 2023; Nai-Arun & Moungmai, 2015), diagnose 

heart disease using the J48 Decision tree approach as an independent data mining methodology 

(Perveen et al., 2016), Fuzzy approach diagnoses heart defects using a neural network approach 

(Destiani & Utama, 2018) classifying heart disorders using the KNN approach (Resiandi & Utama 

2018), ANN is an artificial intelligence model used to diagnose heart disease, apart from that with a 

fuzzy approach in the decision making process, RVf neural network with uncertainty in diagnosing 

heart disorders. 

Research to determine the weight of heart defects using the backpropagation method approach and 

determine the level of accuracy in diagnosing heart defects in patients using the backpropagation 

method approach. An artificial neural network is a network of interconnected nodes, where each 
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connection has a connection weight that is distributed to all nodes. Meanwhile, the backpropagation 

learning algorithm is a supervised learning algorithm whose input and output are known in advance. 

Apart from building artificial neural network models for predictive capabilities, data exploration is 

also carried out to gain insight and correlation for each variable or column in the dataset. After each 

period, the model will be evaluated using a separate 10% data as validation data. After each period, the 

model will be evaluated using a separate 10% data as validation data. The research results show an 

RMSE (Root Mean Square Error) value of 0.33, a confusion matrix value of 88.89%, and an ROC 

curve value with an ROC curve area = 0.88 (Purwanto, 2020). 

2 Method 

Backpropagation 

Backpropagation is an artificial neural network model with a supervised learning algorithm. 

Backpropagation is also called Multi Layer Perceptron (MLP) where there are many hidden layers that 

are used to update the weight values. Backpropagation tends to produce the highest accuracy across 

various types of neural networks, such as MLP, RNN, CNN, and ViT. The backpropagation process is 

a correction of the resulting output value, the output value will be compared with the target value, 

where the error value is used as the basis for updating the connected weight values (Ahsan & Siddique, 

2022). 

Artificial Neural Network Architecture 

Artificial Neural Networks (ANN) are used to design a computer so that it can be used to carry out the 

training process from an example. ReLu Graph and Sigmoid Graph in shown in fig. 1, fig. 2. 

 

(a) 

 

(b) 

Figure 1: ReLu Graph (a) and Its Derivative (b) 
 

 

(a) 
 

(b) 

Figure 2: Sigmoid Graph (a) and its Derivative (b) 
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Artificial neural networks are like the process of a biological nervous system, like the brain in 

processing, besides neural networks imitation is a learning model (Subhashree et al., 2020; Jelena & 

Srđan, 2023; Arora, 2024). 

Model Training 

In model training, there are several parameters that can be modified to get more appropriate results, 

namely epoch, batch size, and validation split. The number of epochs used can influence the data to 

avoid overfitting or underfitting (Jian et al., 2021). External validation is very important to determine 

whether the model is good (Kandel & Castelli, 2020). The program will train the model with a number 

of epochs of 100, batch_size 32, and divide 10% of the data as validation data. 

Model Evaluation 

classification concept, large amounts of data are divided into two types of data, namely training data 

and test data. Testing big data will of course result in better model performance. This is because the 

characteristics of the data are more diverse compared to the limited amount of training data. The same 

thing also applies to testing data, the greater the testing data that is available to test the model that is 

formed, the more accurate the performance estimate of the model that is formed. The model is 

evaluated using RMSE, Confusion Matrix and ROC Curve. RMSE (Root Mean Square Error) is one of 

the metrics used to emit machine learning models.  

3 Research Method 

This research focuses on heart disease prediction, existing datasets and a machine learning algorithm 

called Backpropagation Neural Network. Apart from building artificial neural network models for 

predictive capabilities, data exploration is also carried out to gain insight and correlation for each 

variable/column in the dataset. Evaluate the model created using RMSE, confusion matrix, and ROV 

Curve to find out how well the model performs in making predictions. The research stages are shown 

in Figure 3. (Asaad et al., 2024; Jyothi et al., 2024). 

 

Figure 3: Research Framework 

 

Dataset Collection 

 

Data Preprocessing 

 

Creating a 

Backpropagation 

Neural Network 

Model 

 
Evaluation 
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Dataset Details 

The dataset is composed of 32 columns and 44 rows/patient with the following explanation: 

Explanation of each column: Sex, Age, Physical examination, Fasting Glucose, Glucose 2 hours PP, 

Triglycerides (Trialiserides), Urine Ritin PH Reaction, ESR (Ediction Rate), Hemoglobin, Leukocytes 

(Leukocytes), Erythrocytes, Hematocrit, Platelet, Eosinophils, Basophils, Rods, Segment, 

Lymphocytes, Monocytes, MCV, MCH, MCHC, ECG examination (normal/abnormal), Heart Disease 

output (normal/abnormal). 

Detection of Abnormal Heart Disorders based on Electrocardiogram 

An electrocardiogram machine records the heart's electricity through wires called electrodes. These 

electrodes are attached to 10 specific parts of the body, after recording the electrical flow of the heart, 

the machine will print it on paper or monitor each of the 12 leads. An electrocardiogram machine is 

capable of recording the heart's electrical activity, then depicting it in the form of certain graphs. The 

small box measures 1x1 mm, in general each small box measuring 5x5 forms 1 large box. The normal 

walking speed for electrocardiogram paper is 25 mm/second. In this situation, horizontally, 1 small 

square of paper is equivalent to 0.04 seconds. Figure 4 shows the interpretation of the ECG results for 

each 12 leads.  

 

Figure 4: Interpretation of ECG Results, Each of the 12 Leads  

4 Results and Analysis 

The data set consists of 32 columns and 44 rows/patient, consisting of 28 input variables and 2 output 

variables, namely normal heart and abnormal heart. Negative correlations are shown in red, while 

positive correlations are shown in dark blue or dark red, so that the correlation gets stronger, 

increasing both positive and negative correlations. Heatmap of the Relationship between Variables 

Insights Gained in shown in fig. 5. 
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Figure 5: Heatmap of the Relationship between Variables Insights Gained 

 

Figure 6: Graphs of Age Distribution of Heart Disease Sufferers and Those Who Are Not 
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Abnormal distribution of Heart Disease examination results can affect almost all age groups, from 

ages 20-45. However, it can be seen that quite a number of patients over the age of 50 have normal 

heart disease examination results as shown in Figure 6. 

 

Figure 7: Distribution of Heart Disease 

 

Figure 8: Patient Gender Proportion 

From the overall data, it can be seen from Figure 7 that the gender of the patients is dominated by 

women at 70.5% compared to men at 29.5%. In Figure 8 it can be concluded that Heart Disease 

sufferers are dominated by male patients with a total of 10 patients, while 3 female patients who have 

abnormal Heart Disease examination results (0) are 3 patients. 

Pair Plot for Hematology Variables based on Heart Disease Output 

The pair plot above shows a matrix plot that displays a number of scatterplots and histograms that 

describe the relationship between all pairs of numerical variables, namely Hematology Variables, 

namely Hemoglobin, Leukocytes, Erythrocytes, Hematocrit, and Platelets in the dataset which are also 
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differentiated based on the results of the Heart Disease examination. So it can be understood how these 

variables correlate with each other as shown in Figure 9. 

 

Figure 9: Pair Plots for Hematology Variables Based on Heart Disease Output 

Model Accuracy and Evaluation 

 

Figure 10: Confusion Matrix Dari Data Tes 
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Figure 11: ROV Curve Dari Data Tes 

The data that is divided into training data will be trained with the Backpropagation algorithm, and the 

remainder will be used to test the accuracy of the algorithm in making predictions. Figure 10 shows 

that the machine can correctly guess 8 out of 9 test data. In Figure 11 you can see the ROC curve with 

an ROC curve area = 0.88. After training the model with 100 epochs/repetitions and evaluating the 

above. the results and loss per repetition can be seen in Figure 12. 

 

Picture 12: Neural Network Model Accuracy and Loss Graphs Per Epoch 

The data is divided into training data which will be trained with the Backpropagation algorithm, 

and the remaining test data will be used to make predictions. Figure 11 shows that the machine can 

guess correctly 8 of the 9 test data tested. Where with the following details: 

▪ True Positives (TP): This is the case where the model correctly predicts the class “Normal” (1) 

when in fact the data is “Normal” (1). In this case, there are 5 cases where the model predicts 

"Normal" correctly, so TP = 5. 

▪ False Positives (FP): "Normal" (1) when in fact the data is "Not Normal" (0). In this case, 

there is 1 case where the model predicts "Normal" when it shouldn't, so FP = 1. 
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▪ True Negatives (TN): “Not Normal” (0) when in fact the data is “Not Normal” (0). In this 

case, there are 3 cases where the model predicts "Abnormal" correctly, so TN = 3. 

▪ False Negatives (FN): This is the case where the model incorrectly predicts the class 

"Abnormal" (0) when in fact the data is "Normal" (1). In this case, there are no cases where 

the model predicts "Abnormal" when it should be "Normal," so FN = 0. 

With the information obtained using the confusion matrix, various evaluation metrics such as 

accuracy of 0.8889 (or about 88.89%). 

In Figure 12 you can see the ROC curve with an ROC curve area = 0.88. After training the model 

with 100 epochs/repetition above, the results of accuracy and loss per repetition can be seen in        

Figure 13. 

 

Figure 13. The results of accuracy and loss per repetition 

 

After determining the information obtained using the confusion matrix, various evaluation metrics 

such as accuracy can be calculated. Precision, Recall, F1 Score Values for Each Class in shown in 

table 1. 

Table 1: Precision, Recall, F1 Score Values for Each Class 

Precision 

 
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
  

Recall 

 
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
  

F1 Score 

 2

×
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
  

Macro-

Averaged F1 

Score 

Micro-Averaged F1 

Score 

5/(5+5) = 

0.83 
5/(5+0) = 1 

2*(0.83) / (0.83+1) = 

0.90 

𝑭𝟏
𝒎𝒂𝒄𝒓𝒐

=
 𝑭𝟏 𝑺𝒄𝒐𝒓𝒆

 𝒄𝒍𝒂𝒔𝒔

=
0.90 + 0.90

2
= 𝟎. 𝟗 

𝑭𝟏
𝒎𝒊𝒄𝒓𝒐

=
𝑻𝑷

𝑻𝑷 +
𝟏
𝟐
 𝑭𝑷 + 𝑭𝑵 

=  
5

5 +
1
2
 1 + 0 

 

= 𝟎. 𝟗𝟎 

5/(5+5) = 

0.83 
5/(5+0) = 1 

2*(0.83) / (0.83+1) = 

0.90 
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5 Conclusion  

Diagnosing heart defects using the backpropagation method approach and knowing the level of 

accuracy of diagnosing heart defects in patients using the backpropagation approach is the aim of this 

research. An artificial neural network is a network of interconnected nodes, where each connection has 

a connection weight that is distributed to all nodes (Ajwad et al., 2023) Meanwhile, the 

backpropagation learning algorithm is a supervised learning algorithm whose input and output are 

known in advance. Apart from building artificial neural network models for predictive capabilities, 

data exploration is also carried out to gain insight and correlation for each variable or column in the 

dataset. The model will be evaluated using a separate 10% data as validation data. Evaluate the model 

created using RMSE, confusion matrix, and ROV curve to find out how well the model performs in 

making predictions. The research results show an RMSE (Root Mean Square Error) value of 0.33, a 

confusion matrix value of 88.89%, and an ROC curve value with an ROC curve area = 0.88.  
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