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Abstract 

Applying approaches such as crowding distance between samples that belong to the Non/Dominated 

Sorting version of the Genetic Algorithm type II can gradually improve the feature subset by 

selecting the most relevant based on their distance values. The number of subsets has been decreased 

for the applied dataset from (41) features to (29) features with accuracy maintained after applying 

machine learning techniques. K-NN, SVM, and DT provided an improvement in predicted accuracy 

from (80.81, 76.6, and 86.7) to (81.9, 81.6, and 87.6) with features minimizations based on the 

proposed model. In addition, a study was done on the applied dataset for level and basic types of 

IoT regarding its affection on prediction accuracy with specifying a value of these features. This 

study was also done after applying the crowding distance with info gain for the first 10 features of 

29 in total plus a comparison with four feature selection methods. The packet as a level type as well 

as the basic type was the most dominant feature of all other IoT features on the prediction accuracy. 

The accuracy of overall utilized Machine learning was maintained or even increased regarding these 

types only, especially for SVM. Connection level features and traffic types (such as the same service 

or same host) were less effective features on the overall machine learning prediction accuracy. This 

study was done for the NSL-KDD dataset to record reasonable numbers with more variety to protect 

machine learning methods from frequent records affection. In addition to accuracy, other evaluated 

parameters were done such as Precision, Recall, ROC, and PRC area to demonstrate the privileges 

of features minimization. This study was compared to relative studies based on feature specification 

or not with accuracy evaluations based on state-of-the-art methods. Packet level had a 3.8% effective 

ratio on the SVM method, while Basic type had a 4.5% effective ratio on the same overall SVM 

accuracy. Comparisons have been provided to demonstrate the validity of these results with 

previously utilized methods. 
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1 Introduction 

Devices of IoT have sensors and actuators which are built in as well as connectivity features which 

collect and share data to enable various applications. The superior objective of utilizing IoT is to create 

a smarter world by enabling seamless communication with better automation between devices. Ensuring 

secure communication, data encryption and authentication are essential objectives for protecting IoT 

systems. In (Huang, 2022; Vinh et al., 2023) and (Javed et al., 2022; Abdullah, 2020) authors presented 

a study of attack prediction systems to detect suspicious coming connections or undesired requests using 

SVM, DT and other popular Machine Learning (ML). IoT has diverse applications across various 

industries, including smart homes, healthcare, agriculture, manufacturing, and transportation in addition 

to more services. Examples include smart cities (Li et al., 2022; Liu & Ke, 2023; Bhoi et al., 2022), 

connected cars, industrial automation, remote healthcare monitoring as well as in smart greenhouses 

(Bersani et al., 2022). Achieving compatibility between different devices and platforms is a challenge 

in IoT especially for the newly presented approaches as well. Standardization efforts aim to establish 

protocols to enable smooth transmission between different devices related to IoT (Priyanka et al., 2023). 

It has the potential to alter the living/working way through improving efficiency, reducing costs and 

enabling innovative applications (Wang et al., 2022; Bhoi et al., 2022). However, it also provides 

challenges related to privacy, security and the ethical use of data, which means more careful 

consideration as the IoT system continues to evolve (Mohaisen et al., 2023).  In the context of IoT, the 

packet flow and connection level can vary based on the communication protocols in addition to the 

utilized network architectures. However, a general overview of how packets, flow and connections might 

work in typical IoT scenarios which is presented in (Huang, 2022). These devices collect data from 

sensors or other sources in the form of sensor readings, status updates or other relevant information. 

They may perform some initial processing on the data before transmission like data aggregation, filtering 

or transformation. The processed data is transmitted over the network, which could be a local network 

depending on application fields. In some IoT architectures, there may be an edge device that performs 

additional processing on data which is known as edge computing. After this processing step, data is sent 

to a cloud or central server for further processing and then stored in databases where analytics algorithms 

may be applied to derive insights actions based on the received dataset. IoT devices may communicate 

directly with each other in a peer-to-peer fashion for local network types especially. This is common in 

scenarios where devices need to exchange information without relying on a central server while in other 

architectures, IoT devices communicate with a gateway device. The mixture of IoT and ML can enhance 

various industries by enabling intelligent decision-making and predictive analytics providing a high 

performance for IDS (Albulayhi et al., 2022). Raw data from IoT devices often requires preprocessing 

to handle not only missing values but also outliers and data noise. It may need specific features extracted 

from raw data to improve performance and then trained using historical IoT data to learn patterns. 

Trained ML provides a detection process depending on real-time or historical IoT data as in (Awotunde 

& Misra, 2022; Trivedi et al., 2023) when authors worked for two types of real datasets. It can identify 

abnormal patterns in the data, signalling potential issues as well as security threats. These models can 

predict when IoT devices are likely to fail and enable early maintenance. It can analyze energy 

consumption patterns from IoT-connected devices and optimize usage for efficiency. IoT devices in 

healthcare can collect patient data with ML models can provide insights for personalized treatment plans. 

It is also can analyze data from IoT-connected sensors in the supply chain to optimize inventory 

management. IoT devices in urban environments for example can collect data on traffic, waste 

management and public services, while on the other hand ML models can optimize city activities. It also 

analyzes patterns in IoT data to detect security breaches/fraudulent activities (Musleh et al., 2023). 

Handling sensitive data from IoT devices requires robust security measures as was presented and studied 
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for Aposematic IoT-23 and other IDS datasets with a reduction time of 70% (Alani & Miri, 2022). The 

scalability of ML models and infrastructure becomes crucial when built-in devices are increased. 

Ensuring compatibility and smooth communication between different IoT devices provides a new 

challenge for researchers. The convergence of IoT and ML opens up new possibilities for innovation 

across various domains, but it also brings challenges to researchers and needs validation to realize its 

full relations. 

2 Crowding Distance  

Crowding distance is a parameter often associated with multi-objective optimization algorithms, 

particularly in the evaluation of evolutionary algorithms such as Genetic Algorithms (GA) as explained 

in (Raquel & Naval, 2005; Sheikholeslami & Navimipour, 2017). Multi-objective evaluations (MOEs) 

involve optimizing multiple conflicting objectives while crowding distance used to maintain diversity 

in the population of candidate solutions and helping the algorithm explore a diverse set of solutions as 

applied in an improved version of it (Yue et al., 2021). Crowding distance is more related to optimization 

problems not directly to ML, where there are multiple inconsistent objectives to be optimized 

simultaneously. Therefore; it will be a unique usage of this feature to be applied to calculating 

information gain and any other attribute evaluations. The goal of MOEs is to find solutions on the Pareto 

front, which represents a set of non-dominated solutions. They are considered non-dominated types 

when no solution is better in all objectives as more explained by utilizing NSGA such as (Zheng & 

Doerr, 2022; Mohammed & Vural, 2019; Fortin & Parizeau, 2013). Crowding distance means how 

crowded a value is in the objective space and utilized to maintain diversity in the newly generated 

population. Higher crowding distance values are preferred due to their maximization of the solutions 

area which belongs to the objective space. In (Liu & Chen, 2019), the low values of crowding distance 

were omitted by using the CDE version with ZDT three types to be tested for. By favouring solutions 

with higher crowding distance during the selection process, the algorithm ensures that the population 

explores a diverse set of solutions. Such calculations are used to solve different issues as one MinMax 

and engineer designing issues when presented by authors in (Zheng & Doerr, 2022; Zhao et al., 2022). 

This helps prevent premature convergence to a specific region of the required issues and promotes a 

more thorough exploration of the Pareto front. 

3 Feature Selection Methods 

Recently information is more available to authors than before, especially with network-invented modern 

technologies based on IoT available datasets. Each group of data comes with risk and the detection of 

attackers to these data is not adequate but the need to specify which type of levels lead to the most 

effective prediction system. Articles and a variety of author works presented in recent years to classify 

these types of intrusion (Sreenivasu et al., 2022; Liloja, 2023). A deep Network was applied as an 

example as explained in different works to identify several types of datasets with high accuracy of 

detection process. Utilizing a hybrid model for three different types of datasets is presented for IoT 

detection systems in (Abu Alghanam et al., 2023; Kareem et al., 2022). Feature selection was taken apart 

as well as mixed with some classification techniques to detect any strange activities as explained in 

(Moustafa et al., 2019; Guo, 2021; Alhakami et al., 2019). Where a hybrid model between filtering 

techniques and Decision Tree (DT) to gain this goal was applied. In this paper, the authors achieved a 

high accuracy of about 95% compared to previous works which mentioned in (Ahmad et al., 2021). A 

review study with its characteristics and field applications was presented in many articles such in 

(Thakkar & Lohiya, 2020). The reviewed articles deal with three similar datasets based on different 
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utilized approaches. Depending on ML and DL in addition to optimization techniques, the author 

provided the previously studied results. While authors (Alani & Miri, 2022), focused on models that 

utilized the feature selection methods as an assistance model to enhance the prediction accuracy. In the 

same field, feature extraction is utilized with DL also for 4 types of datasets (Fatani et al., 2022) by 

combining it with Aquila Optimization. In (Lin et al., 2023), the authors focused only on ML that used 

feature selection as a key model for enhancing the prediction model. In this paper, after specifying the 

outcome of previous studies that related to ML and feature selection, the authors provided advice on the 

beneficial methods that might fit the prediction to be applied as a feature selection. With a high 

dimension of the dataset, ML has a shortage of performances and for that reason, authors (Kasongo & 

Sun, 2019) used feature selection to reduce features to gain a low prediction error. In addition, noising 

records provided a high FPR without specifying the most effective features. In this paper, DT with the 

XGBoost model provided 90% accuracy compared to the previous result with 88% accuracy for the 

same model. Some features have more impact on prediction, while others have no significant effect on 

the prediction which leads to be omitted so the time of prediction will be better or even higher than 

before. In (Balaji & Narayanan, 2023), a hybrid model was introduced between a fuzzy depended search 

algorithm and Neural Network (NN) to minimize dataset with related attributes. This paper provided an 

NSL-KDD dataset with a good result with a shorter processing time. The fast speed of cyber security to 

identify any potential unsecured reaches depends on the amount received and the most specific dataset 

and features. In (Bakhshad et al., 2022), two feature selections were applied to reduce the network 

collected data size and provide a high accuracy. While Random Forest Tree (RFT) was applied to 

demonstrate these results. Variable types of feature methods are also presented in articles such as PSO 

type which is followed by the Look Ahead type of NN (Jeyaselvi et al., 2023). Based on the parameter 

reduction attempts process due to IoT resources detrimental, authors presented short and deep extraction 

methods of features as explained in (Basati & Faghih, 2022). Authors in this work divided input data 

into 3 groups and used fewer layer numbers compared to traditional 2D or 3D filters. Different 

approaches of feature selection are also introduced to provide a new design of IDS related to the dataset 

such as developing the feature extraction, optimising features before applying on a prediction system 

and feature standardization as in (Gopalakrishnan & Purusothaman, 2022; Wu et al., 2024; Booij et al., 

2022). GAs and ML are both fields within the domain of Artificial Intelligence (AI) and there is a 

relationship between them as explained in more detail when applied for 3 GAs types mixed with 3 types 

of ML (Saif et al., 2022). GAs explore different combinations of hyperparameters to find the set that 

yields the best performance on a required task. Also, GAs can be applied to feature selection problems, 

where the most affected subset of features is the required objective. They can assist in selecting the 

subset in automatic approaches of features that most affect the model's performance as presented in 

(Kavitha & Elango, 2022). On the other hand, many ML problems involve optimization, such as finding 

the optimal set of parameters for a model. Also, ML models often have hyper-parameters that need to 

be mutual for optimal performance. GAs or other evolutionary techniques are used in ML for 

optimization, search and adaptation. Some ML algorithms use a population-based approach for learning 

policies which need to balance exploration (trying new approaches) and exploitation (leveraging known 

good strategies). GAs can be a valuable tool within the wide field of applications, particularly for solving 

complex optimization problems. Not only ML utilized for this purpose, Deep Learning with different 

enhancement and features selection combinations are also introduced in (Zhao et al., 2022; Derhab et 

al., 2020; Parimala & Kayalvizhi, 2021; Sharma et al., 2022; Ren et al., 2022; Bakhshad et al., 2022).  
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4 Methodology  

Three applied techniques for this work which are (KNN, SVM and DT). KNN was selected for their 

simplicity and widely used algorithm in ML for classification or different tasks. KNN is called lazy 

learning where the algorithm does not have a special function obtained from data but can memorize it. 

It is often used as a basic model for classification tasks (Huang, 2022). It is suitable for small to medium-

sized datasets where the computational cost is not limited such as in (Mohy-Eddie et al., 2023) when 

authors used it to build an IDS network to enhance detection accuracy. Additionally, it can be effective 

when the decision boundary is complex with non-linearity privilege. A proposed algorithm is also 

presented by (Saif et al., 2022) for NSL-KDD applied by combining K-NN in six hybrid models. Where 

SVM primary objective is to find a hyperchange in an N-dimensional space that leads to the right classes 

as employed for IDS for this purpose (Rahman et al., 2021; Ahmad et al., 2021). SVM is widely used in 

image classification, text categorization as well as in bioinformatics. It's particularly powerful when the 

data has complex relationships and when there is a need for high accuracy as presented in (Nivaashini 

& Thangaraj, 2019; Nugroho et al., 2020; Mishra & Paliwal, 2023). On the other hand, DT works by 

recursively dividing samples into smaller groups depending on attribute conditions at each node which 

is widely for both classification/regression tasks as in (Sarhan et al., 2022). Each internal node of DT 

represents a decision based on a feature and each branch represents a result of that decision. DT is 

valuable when explainable, ease of use and understanding the decision overall process are important as 

the review study introduced by authors (Nugroho et al., 2020). The selection among these algorithms 

was based on differences between each one of these, for example, KNN is utilized where the algorithm 

depends on the nearest values and its related classes to the required testing point. SVM is a discriminative 

model that is used to find the most significant features line border that best separates the data into 

different classes. Also, DT is a conditional method and is used for splitting data based on the most 

significant attribute. Also, some differences in solutions limitations for KNN when the decision 

boundary depends on the distribution of the data. In SVM, the decision boundary is determined by the 

most affected area that maximally separates the classes accurately.  

A combination of two techniques in some articles provided a good design to build a framework of 

IDS such as in (Nivaashini & Thangaraj, 2019) when authors used a hybrid system between SVM and 

K-NN. A review study also is given for different ML in this field with future issues suggested to be 

worked with. Other versions of decision tree types additionally provide a good system for IDS prediction 

such as RFT (Ahmad et al., 2021; Siddharthan et al., 2022). 

5 Proposed Algorithm 

In the information gain process, some of the properties should be explained and specified in more detail 

to create an evaluation process of both information gain and the crowding distance process (Nimbalkar 

& Kshirsagar, 2021). Information gain is used to evaluate the quality of how attributes are important or 

the degree of affection for the desired class. If all samples belong to the same class, it's called pure node 

which researchers always want to aim and achieve. Table 1 shows an example of a Pure Node where all 

samples belong to the same class. 

Table 1: Pure Nodes to One Predicted Class 

Duration Packet Size Class 

3.2 10 Introduces  

2.8 51 Introduces  

8.5 84 Introduces  



IoT-Traffic Networks Effective Features Based on NSGA-II 

Technique 
                                                        Sahar Jasim Mohammed et al. 

 

252 

In the same form, when having multiple types of class then it will be named as an impure node as 

shown in Table 2.  

Table 2: Impure Nodes with Multiple Classes 

Duration Packet Size Class 

3.2 10 Introduces  

2.8 51 Warms  

8.5 84 Dos  

Also, the entropy value will be zero for a single class while increasing when the number of classes is 

between 0 and 1. Moving forward with class type makes the dataset impure. Entropy for a double type 

of classes will be in range of [0, 1], while multiple classes highest value is log2 𝑛. As much as classes 

increased such in NSL-KDD means that there are attributes definition requirements.  

Calculations of entropy were given and shown in Table 3 and equation (1) below, where C refers to 

the classes number in S entropy, P is the class possibility occurred for the given dataset. 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆) = ∑ − 𝑃𝑖(log2(𝐶
𝑖=1 𝑃𝑖))     (1) 

Table 3: Entropy Calculations of the Impure Nodes Cases 

Duration Packet Size Class 

T1 146 Normal (N) 

T2 151 Worms (W) 

T3 138 Normal (N) 

T4 190 Worms (W) 

T5 120 Normal (N) 

The calculations for Table 3 are evaluated for two classes N=3 and W=2 as evaluated in equation (2). 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑁 = 3, 𝑊 = 2) = 0.958     (2) 

The information gain provides data reduction in entropy for each node after the whole process, for 

this reason, the crowding distance is useful in this work. For the previous calculations the gain is given 

according to equation (3). Where S is the dataset and A is the attributes. 

𝐺𝑎𝑖𝑛 (𝑆, 𝐴) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) − ∑
| 𝑆𝑣|

|𝑆|𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑠 ∗ 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 |𝑆𝑣|   (3) 

In this equation, if information gain is taken for packet size with the condition of packet size ≥ 149, 

then before splitting dataset has the following information and graph. (E_Dataset) =0.958, 

𝐸 (𝑃𝑎𝑐𝑘𝑒𝑡 𝑆𝑖𝑧𝑒 ≥ 149) = 𝑍𝑒𝑟𝑜, 𝐸 (𝑃𝑎𝑐𝑘𝑒𝑡 𝑆𝑖𝑧𝑒 < 149) = 𝑍𝑒𝑟𝑜 and 

𝐸 (𝑃𝑎𝑐𝑘𝑒𝑡 𝑆𝑖𝑧𝑒(based on 149 condition)) = 𝑍𝑒𝑟𝑜. For this reason, the entropy of packet size is also 

zero. So the information gain is equal to 0.958 which means a good division in dataset is available to 

deal with ML when the condition is taken ≥ 145 then 𝐸 (𝑃𝑎𝑐𝑘𝑒𝑡 𝑆𝑖𝑧𝑒 ≥ 145) =
−2

3
log2

2

3
−

1

3
log2

1

3
= 0.9116, 𝐸 (𝑃𝑎𝑐𝑘𝑒𝑡 𝑆𝑖𝑧𝑒 < 145) = 𝑍𝑒𝑟𝑜 and 

𝐸 (𝑃𝑎𝑐𝑘𝑒𝑡 𝑆𝑖𝑧𝑒(based on 145 conditions)) =
3

5
∗ 0.9116 +

2

5
∗ 𝑍𝑒𝑟𝑜 = 0.547. 

The information gain for this division is 0.411 means that this splitting type is not enough and needs 

more specifications. Then crowding distance calculations are evaluated when combined with 

information gain values. This process was applied in this work to obtain the best line division between 

normal and up-normal classes. Considering the classes to be a cost function and providing ranks 

according to repeated occurred type of classes. For example, having 8 classes in the dataset if it is given 

as Table 4. 
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Table 4: Samples Regarding the Repeating Classes  

Classes name Number of Samples 

Class_1 300 

Class_2 200 

Class_3 50 

Class_4 70 

Class_5 110 

Class_6 210 

Class_7 276 

Class_8 91 

Then these classes would be arranged with related attributes in descending order to find the crowding 

distance values of each column to select the main node at each step for impurity reduction. In addition, 

the increment of information gain searching values leads to specifying risk factors and deleting the least 

effect features for better solutions. Suppose that classes have this in an ascending order such in classes 

(1, 7, 6, 2, 5, 4, 3) with this rank for each class respectively according to its repeated and importance 

(from 7 to 1) as shown in Table 5. 

Table 5: Samples Conversion for Rank and Crowding Distance Calculations  

Duration f1 f1 as a rank Descending order of f1 

T1 Class_2 4 T2 

T2 Class_1 7 T4 

T3 Class_3 1 T5 

T4 Class_7 6 T1 

T5 Class_6 5 T7 

T6 Class_4 2 T6 

T7 Class_5 3 T3 

Based on NSGA-II crowding distance the first state (T2) and last state (T3) are infinite values 

according to dI1
m = dIL

m. Where 1 and L refer to the first and last state values. The overall crowding 

distance is calculated according to equation (4). As an example, was taken for both T2 and T2 in equation 

(5) and (6). 

𝑑𝐼𝑗
𝑚 = 𝑑𝐼𝑗

𝑚 +
𝑓𝑚

𝐼(𝑗+1)
−𝑓𝑚

𝐼(𝑗−1)

𝑓𝑚
𝑚𝑎𝑥−𝑓𝑚

𝑚𝑖𝑛       (4) 

𝑑(𝑇4) = 𝑑(𝑇4) +
𝑓𝑇4

𝑇5−𝑓𝑇4
𝑇2

𝑓𝑇4
𝑇2−𝑓𝑇4

𝑇3 =  −0.1666     (5) 

𝑑(𝑇5) = 𝑑(𝑇5) +
𝑓𝑇5

𝑇1−𝑓𝑇4
𝑇4

𝑓𝑇4
𝑇2−𝑓𝑇5

𝑇3 =  −0.333 = 𝑑(𝑇1) = 𝑑(𝑇7) = 𝑑(𝑇6)  (6) 

Giving rank to class would be an issue to add crowding distance to information gain, as shown in the 

calculation previously should be given a rank value as an objective function value according to repeated 

samples. Then applying the equation of crowding distance as in Table 6.  

Table 6: Samples Arrangement for Rank and Crowding Distance  

Duration Classes Number of Samples Value Descending Order 

T2 Class_1 300 30 T2 

T1 Class_2 200 20 T4 

T3 Class_3 50 5 T5 

T6 Class_4 70 7 T1 

T7 Class_5 110 11 T7 

T5 Class_6 210 21 T6 

T4 Class_7 276 28 T3 
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As calculated before the crowding distance of first and last state are zero. And other values are shown 

through equation (7) to equation (9): - 

𝑑′(𝑇4) = 𝑑(𝑇4) +
𝑓𝑇4

𝑇5−𝑓𝑇4
𝑇2

𝑓𝑇4
𝑇2−𝑓𝑇4

𝑇3 =  −0.28     (7) 

𝑑′(𝑇5) = 𝑑(𝑇5) +
𝑓𝑇5

𝑇1−𝑓𝑇5
𝑇4

𝑓𝑇5
𝑇2−𝑓𝑇5

𝑇3 =  −0.32     (8) 

𝑑′(𝑇1) = −0.4, 𝑑′(𝑇7) = −0.52 and 𝑑′(𝑇6) = −0.24    (9) 

Taking absolute value and the highest distance between samples according to given rank and repeated 

classes related to attributes will be selected to be calculated with information gain to select the most 

effective ones. 

The flow chart of calculating the information gain after crowding distance calculations was based on 

Figure 1. 

 

Figure 1: Information Gain Based on Crowding Distance  

In addition, all of the entropy calculations after applying crowding distance will be evaluated based 

on Equation 10 through equation (12).  

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆∗) = ∑ − 𝑃𝑖
∗(log2(𝐶

𝑖∗=1 𝑃𝑖
∗))        (10) 

Where * refers to attributes related to crowding distance calculations. 

𝐺𝑎𝑖𝑛 (𝑆∗,  𝐴∗)|(𝑛𝑜𝑑𝑒 𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆∗) − ∑
| 𝑆𝑣

∗|

|𝑆∗|𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑠∗ ∗ 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 |𝑆𝑣
∗|  (11) 

When 𝑆𝑣
∗= 𝑆𝑣 − 𝑆𝑣

0 and 𝑆𝑣
0 refers to the deleted attributes for min. crowding distance calculations.  

𝑆𝑣
0 = 𝑆| 𝑑𝑗

𝑚  |𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛=𝑍𝑒𝑟𝑜 

𝑆𝑣
0 = 𝑆| 𝑑𝐼𝑗

𝑚 +
𝑓𝑚

𝐼𝑗+1
−𝑓𝑚

𝐼𝑗−1

𝑓𝑚
𝑀𝑎𝑥−𝑓𝑚

𝑀𝑖𝑛 |𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛=𝑍𝑒𝑟𝑜       (12) 

Where 𝑑𝐼𝑗
𝑚 = ∞ for first and last rows value and 𝑆𝑣

0 = zero where 𝑓𝑚

𝐼𝑗+1 − 𝑓𝑚

𝐼𝑗−1
= zero for the same 

(repeated rows). This means providing a well-spread dataset and having a good distribution. At the same 

time, where fmax-fmin is large then the information gain is low as well, which means there is a high 

crowding distribution between range and other outliers value exceeding 1.5 * highest or 1.5*lowest 

value. Therefore; crowding distance calculations lead to minimising the number of rows to be well 

distributed. In the same way, it lead to a good information gain characteristic which omit the less 

effective attributes that can harm the prediction accuracy instead of assistance privileges. NSGA-II is a 

popular EAs designed for solving multi-objective optimization problems. It is known for its efficiency 

and ability to handle multiple related objectives as introduced in (Yusoff et al., 2011). One of the 

privileges of NSGA-II is the crowding distance approach which is used to maintain diversity in the 

regenerated population. Solutions within each line are sorted based on their calculated crowding 

distances, when solutions have larger crowding distances provide solutions which are real and will 

Applying Crowding Distance Delete rows with zero Crowding Distance Applying Information Gain 

Delete the less effective attributes Apply ML Calculate Accuracy and different 

metrics 

Compare  

Compared with previous 

ML_without crowding 

distance values 

Store Results and Study Analysis  
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impact the desired function along the Pareto line. In multi-objective problems, the goal is to find 

solutions that form a line of possible solutions which is called as the Pareto front that has been introduced 

by many works such as (Raquel & Naval, 2005). The crowding distance provides good distribution 

among solutions in regenerated ones. The flow chart of the proposed model is based on three ML 

techniques combined with NSGA-II as crowding distance calculations shown in Figure 2. 

 

Figure 2: The Flow Chart of the Proposed Model based on ML + Crowding Distance  

The effective Value of different types of features can be calculated based on equation (13). 

Effec_Value =
𝑁𝑖

𝑁𝑛
∗ |[ 𝐴𝑐𝑐𝑚1 − 𝐴𝑐𝑐𝑚0]|   (13) 

Where i, is the rest features, n is the total features, m in 𝐴𝑐𝑐𝑚0 is referred to m for type of applied 

ML such as KNN, SVM and DT. While 0 in 𝐴𝑐𝑐𝑚0 referred to the previous state of calculations and 1 

in 𝐴𝑐𝑐𝑚1 referred to the next state of calculations. NSL-KDD dataset has a good distribution with 41 

attributes, which is already utilized in several previous articles such in (Javed et al., 2022; Nimbalkar & 

Kshirsagar, 2021; D. Li et al., 2019; Abu Alghanam et al., 2023; Nugroho et al., 2020). 

6 Results and Discussion 

Before Applying the Proposed Algorithm 

It was applied for 50441 rows and 41 attributes, which is shown in Table 7 with parameters evaluations 

and metrics related to the applied machine learning techniques.  
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Table 7: IoT Prediction Values Regardless Crowding Distance for 3 ML Techniques 

Parameters KNN SVM DT 

TP+TN 40800 38.651 43764 

FP+FN 9641 11790 6677 

Accuracy (%) 80.81 76.6 86.7 

Kappa Static 0.742 0.697 0.821 

MAE 0.0387 0.0474 0.0311 

No. of Classes 10 10 10 

Precision (%) 81.2 85 86.8 

Recall (%) 80.9 76.6 85.9 

ROC Area (%) 93.2 96.1 97 

PRC Area (%) 78.4 83.7 86.7 

Time Taken (Sec.) 0.1 161.18 6.04 

After Applying the Crowding Distance with Info Gain  

The selection was calculated according to the first 10 selections of 41 to specify which part of IoT levels 

are most important, in addition for the same selection according to basic and traffic division. The 

numbers shown in Table 8 explain number of attributes related to this type of column.  

Table 8: IoT Prediction Values Regarding Crowding Distance for 3 ML Techniques 

Methods Name According to Levels According to IoT Basic and Traffic Types 

Packet Flow Connection Basic Content Same 

Service 

Same 

Host 

Cfs Subset Eval. 6 4 0 4 3 1 2 

Classifier Attributes Eval. 7 3 0 6 4 0 0 

Correlation Attributes 8 2 0 4 2 2 2 

Gain Ratio Attributes 7 3 0 5 3 1 1 

Info Gain + Crowding 

Distance 

5 4 1 6 2 1 1 

Figure 3 shows the attributes selectors according to levels of IoT type which specify each of affected 

levels and the related type. 

 

Figure 3: Attributes Selectors According to Levels of IoT Type 

While in Figure 4 shows the attribute selector methods based on basic types of IoT type which specify 

each of the affected levels and the related type. Based on NSL-KDD dataset the number of related 

samples to each attribute is given in Table 9. 
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Figure 4: Attributes Selectors Methods Based on Basics Types of IoT 

Table 9: IoT Referring Samples Based on Repeated Values 

Class Types Number of Samples Referred Samples 

Analysis 267 A 

Backdoor 192 B 

Dos 3372 D 

Exploits 8033 E 

Fuzzers 3223 F 

Generic 12022 G 

Normal 20519 N 

Reconnaissance 2521 R 

Shellcode 261 S 

Worms 30 W 

In Figure 5, the types and number of classes are shown in detail to show the different spread of classes 

with high and low numbers. These values refer to the complexity of the requirements system that wants 

to be designed for IoT prediction. 

 

Figure 5: Introduces Class Numbers for the Selected Dataset 

The overall calculated information gain combined with the crowding distance for the selected dataset 

of NSL-KDD is given in Table 10. 
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Table 10: The Overall Calculated Information Gain Based on NSL-KDD and Proposed Algorithm  

InfoGain Attribute Number in Dataset attributes Info gain based on crowding distance calculations 

0.62854 25 ackdat 0.374863 

0.69022 32 ct_dst_ltm 0.411649 

0.75966 34 ct_dst_sport_ltm 0.453063 

0.71594 35 ct_dst_src_ltm 0.426988 

0.05925 38 ct_flw_http_mthd 0.035337 

0.01098 37 ct_ftp_cmd 0.006548 

0.69696 33 ct_src_dport_ltm 0.415669 

0.61183 39 ct_src_ltm 0.364897 

0.78145 40 ct_srv_dst 0.466059 

0.74015 30 ct_srv_src 0.441427 

0.88304 31 ct_state_ttl 0.526647 

1.01138 7 dbytes 0.603189 

0.80482 16 dinpkt 0.479996 

0.55333 18 djit 0.330007 

0.79817 12 dload 0.47603 

0.52493 14 dloss 0.313069 

0.90466 27 dmean 0.539541 

0.78358 5 dpkts 0.467329 

0.30131 21 dtcpb 0.179702 

0.86324 10 dttl 0.514838 

0.82234 1 dur 0.490445 

0.30109 22 dwin 0.179571 

0.01097 36 is_ftp_login 0.006543 

0.00773 41 is_sm_ips_ports 0.00461 

0.8644 8 rate 0.51553 

0.1062 29 response_body_len 0.063338 

1.58643 6 sbytes 0.94615 

0.62005 2 service 0.369799 

0.72605 15 sinpkt 0.433018 

0.57334 17 sjit 0.341941 

1.24768 11 sload 0.744119 

0.46028 13 sloss 0.274512 

1.32438 26 smean 0.789863 

0.57826 4 spkts 0.344876 

0.56146 3 state 0.334856 

0.30144 20 stcpb 0.179779 

0.80579 9 sttl 0.480575 

0.30503 19 swin 0.181921 

0.64967 24 synack 0.387465 

0.64843 23 tcprtt 0.386725 

0.05829 28 trans_depth 0.034764 

After applying this minimization, ML was applied to IoT information as shown in Table 11 below. 
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Table 11: Prediction Performances Based on the Proposed Algorithm  

Parameters KNN SVM DT 

TP+TN 41361 41183 44191 

FP+FN 9080 9258 6250 

Accuracy (%) 81.9 81.6 87.6 

Kappa Static 0.75 0.75 0.83 

MAE 0.0365 0.161 0.0286 

No. of Classes 10 10 10 

Precision (%) 82.3 81 97.9 

Recall (%) 82 81 98.2 

ROC Area (%) 93.6 93.3 97.3 

PRC Area (%) 79.4 77.9 87.8 

Time Taken (Sec.) 0.1 123 3.51 

The related parameters of total detected true and negative in positive and negative sides for both 

before and after applying the proposed algorithm are shown in Figure 6. 

 

Figure 6: Predicted True and Negative Values Before and After Applying the Proposed Algorithm 

Other metrics like accuracy and precision are also shown in Figure 7 to demonstrate that working on 

the proposed algorithm by combining the crowding distance and information gain provide a better result 

with dataset minimization. This figure shows the better performances for each selected ML methods and 

for all parameters. Kappa static calculations and time taken for all required techniques without 

combination and with combination are shown also in Figure 8. These values are shown in percentage to 

specify the differences between parameters clearly. 
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Figure 7: Overall Metrics Before and After Applying the Proposed Algorithm 

 

Figure 8: Kappa Static Calculations and Time Taken Before and After Applying the Proposed Algorithm 

A minimization of attributes is specified according to Info Gain plus the Crowding Distance, then 

ML is applied for this calculation. the minimization occurred for 41 attributes to be 29 attributes. Table 

12 shows the calculations according to levels, while Table 13, shows the calculations according to basic 

and host type information.  

Table 12: Prediction Performances Effective Ratio According to Dataset Level’s Information  

Levels KNN SVM DT 

Packet 0.85% 3.8% 0.7% 

Flow 0.73% 3.3% 0.6% 

Connection 0.55% 2.5% 0.45% 

Table 13: Prediction Performances Effective Ratio According to Dataset Basic’s Information  

Type KNN SVM DT 

Basic 0.99% 4.5% 0.81% 

Content 0.825% 3.75% 0.675% 

Same Service 0.48% 2.22% 0.4% 

Same Host 0.44% 2% 0.36% 
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Table 14 shows the effectiveness of features (29) features based on information gain combined with 

crowding distance. It was applied to remove the ineffective features. The remaining attributes from each 

type of IoT information were explained in this table to provide a good study for the most effective 

features of IoT collected information. 

Table 14: The Effectiveness of 29-Features Based on Information Gain Combined with Crowding 

Distance 

Type of IoT All before minimization Updated (removed the umrequired features) 

Packet Level 18 14 

Flow Level 21 14 

Connection Level 2 1 

Basic Type 10 9 

Content Type 12 9 

Traffic Same Service 9 5 

Traffic Same Host 10 6 

Figure 9 shows the minimization in features from 41 to 29 features with more specifications in levels 

and types. 

 

Figure 9: The Minimization in Features from 41 To 29 For Both Levels and Basics 

These calculations for K-NN are evaluated based on equation (1) as below based on levels for more 

details:  

Packet (%)  =
14

18
∗ |[ 81.9 −  80.8]| = 0.85 

Flow (%)  =
14

21
∗ |[ 81.9 −  80.8]| = 0.73 

Connection (%)  =
1

2
∗ |81.9 − 80.8| = 0.55 

While based on the types of IoT information for K-NN these calculations are done according to the 

same equation (1) but for the basic and other types of values as below: - 

Basic (%)  =
9

10
∗ |[ 1.1]| = 0.99 
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Content (%)  =
9

12
∗ |[ 1.1]| = 0.825 

Same Service (%)  =
4

92
∗ |1.1| = 0.48 

Same Host (%)  =
4

10
∗ |1.1| = 0.44 

To demonstrate these calculations, providing a comparison between these results of using crowding 

distance plus information gain technique and other applied techniques is shown in Table 15.  

Table 15: Comparison Between Proposed Method and Related Works 

Reference 

Number 

Feature Method Number of Applied 

Features 

Accuracy Feature Type 

Specification 

[2] Restricted Boltzmann / 87% No 

[4] Novel Feature Method 39 / No 

[5] Infinite Bounded 41 83.49% No 

[5] Finite Gaussian Mixture 41 82.52% No 

[5] Finite Generalized Gaussian 

Mixture 

41 82.77% No 

[5] Finite Bounded 41 81.34% No 

[9] Deep Extraction Method 41 / No 

Proposed 

Model 

Crowding Distance + Information 

Gain Method 

29 87.6% Yes 

7 Conclusion 

Selection of the most relevant subset features was improved depending on combinations between 

Crowding Distance among samples and applying the Information Gain method. The evaluation process 

according to different types of metrics was done before and after applying the proposed model, which 

provides stable system performances or even better efficiency. Features were minimized from 41 to 29, 

and then K-NN, SVM, and DT were applied to the reduction dataset to get system accuracy improvement 

of about 1.1%, 5%, and 0.9% respectively for the applied methods. This study was also done to specify 

the most affected IoT features on the prediction accuracy depending on the level as well as for the basic 

types. Packet features among IoT-level parts and the Basic features among the IoT-type parts have been 

selected as the most effective factors in these techniques' performances. Packet level had a 3.8% 

effective ratio on the SVM method, while Basic type had a 4.5% effective ratio on the same overall 

SVM accuracy. These results are demonstrated by calculating the distance between features based on 

the proposed model as shown in Table (10 –14). The number of features was adequate for all ML 

techniques especially for SVM due to the variety of dataset samples with noisy reduction ability when 

applying the proposed model. The less effective features were the Connection from the level parts and 

the Traffic from the type parts for NSL-KDD. These results have been obtained accurately after applying 

crowding distance plus information gain due to the reduction of frequent records that prevent ML from 

these affections. In addition, features specification with its affection ratio on ML performance had been 

determined in this study which was compared to related previous work for the same purpose. 

The feature selection process has a significant impact on any process related to detection and 

prediction ability due to time, cost, and memory reduction privileges. As shown in this study, even when 

having a minimum number of features it will be adequate for prediction if these have been well 

optimized. In addition, the selection of compatible ML has also impact on prediction and feature types 

as well. It means that applying different ML techniques might be compatible or not with the same 
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selected features. This makes it a key challenge for researchers to study several techniques with another 

improvement in the selection process to define a group of affected features. 
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