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Abstract 

Facial recognition technologies exist in society. When they were implemented, it was not considered 

that the use of this technology could lead to a breach of privacy of the individual. Not all countries 

have specific regulations and there is no standard to determine its international feasibility. This study 

presents the bibliometric and content analysis of scientific production in Scopus and Web of Science. 

A total of 169 documents published between 2000 and 2023 were identified. It was found that the 

most frequently used terms are privacy, facial recognition, surveillance, and security. It was 

concluded that there is legal and ethical debate because there is no clear protection of human rights 

for the misuse of this technology. 

Keywords: Rights, Privacy, Technology, Surveillance. 

1 Introduction 

Facial recognition technology has experienced exponential growth in recent years. It is now feasible to 

be used in mobile devices and applications. Although the rationale for this is diverse, there is literature 

that accredits its integration with human and everyday activities (Kostka, et al., 2021). The boundary of 

their use is not unanimously defined because there is research that reflects fears about infringement of 
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privacy or surveillance of enclosed spaces. Consent is not always sought for the voice and image of the 

person, a situation that generates debate (Brey, 2004; De Andrade et al., 2013).  

Research is also recorded that encompasses the public's perception of facial recognition. User 

attitudes were analyzed and it was noted that there is a way to go, focusing on technical and ethical 

aspects (Alkishri et al., 2024). There is a need for trust and confidence at the technological level, which 

is possible through the protection of civil rights against the misuse of this innovation implemented in 

society (Kostka et al., 2023; Bradford et al., 2020; Ho et al., 2020; Shore, 2022).  

In the literature review, few studies on the legal framework for the use of facial recognition are 

recognized. The innovation also leads to the existence of marginalized groups in this technology 

(Xiaoling & Zeming, 2024; Kumar et al., 2023). In this sense, it creates an environment conducive to 

the lack of privacy protection due to the use and a challenge to regulate behaviors that violate rights, 

respecting the culture of each country (Ringel & Reid, 2023; Espindola, 2023; Li et al., 2023; Gidaris, 

2023).  

In the same vein, it is mentioned that previous studies explored public attitudes. These changed as 

easy recognition was implemented in different demographic groups (Amraee & Koochari, 2014; 

Ghaforiyan & Emadi, 2016). However, little is known about the reasons or justification for accepting 

the evolution of this technology (Chen & Wang, 2023; Kostka, 2023).  

The lack of regulation on facial recognition generates debate, especially if it may exist or vary from 

country to country. In this scenario, the need arises to identify the balance between the innovation 

produced by technology and the protection of the privacy of the individual. It is not advisable to be 

guided only by algorithms; it is necessary to assess the effects on populations to avoid the multiplicity 

of cases based on ignorance of the subject (Raposo, 2024).  

In this order of ideas, the present study is based on the bibliometric and content analysis of facial 

recognition and its relationship with privacy (Ramos, 2020). This research is in the area of computer 

science, which is encompassed by the integration of computing with everyday environments. The 

purpose of this study is to encourage future research with a multidisciplinary approach. 

2 Research Methodology 

The aim of the research is to identify the scientific output of face recognition technologies and privacy 

in two databases in the period 2015-2023. 

Bibliometric Analysis of Two Databases 

This study considered the two most representative and multidisciplinary databases that bring together a 

diversity of high-impact journals: Scopus and Web of Science (WoS). The bibliometric analysis of facial 

recognition technology and privacy is based on the quantitative method and applies to the scientific 

production of the selected topic (Archambault et al., 2009).  

Search Strategy 

In Scopus: (TITLE-ABS-KEY ("Facial Recognition Technology" and privacy)). The initial result was 

118 documents. In Wos: TOPIC ("Facial Recognition Technology" and privacy)). The initial result was 

51 documents. 
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Inclusion and Exclusion Criteria 

Table 1 details the inclusion and exclusion criteria for the 2 selected databases. 

Table 1: Criteria 

Criteria Inclusion Exclusion  

Database Scopus WoS (core collection) Other databases 

Document Type Article, Conference Paper, Book Chapter, Review, Conference 

Review,  

Book, Editorial, Note, Short 

Survey. 

Publication Stage Final Article in Press 

Source type Journal, Conference proceeding Book Series, Book, Trade Journal 

Period 2000-2023 Another period 

Tools for Data Analysis  

Microsoft Excel and R-studio 4.1.0 software, the bibliometrix package, and the Biblioshiny interface 

were used for data analysis (Aria & Cuccurullo, 2017).  

Bibliometric Indicators  

Table 2 shows the bibliometric indicators used (Ardanuy, 2012).  

Table 2: Identification of Problems, Objectives, and Indicators 

Research Problem Aims Bibliometric Indicator 

RQ1: What is the annual scientific output on 

face recognition technologies and privacy in 

the period 2000 to 2023? 

To identify the annual scientific output on 

face recognition technologies and privacy in 

the period 2000 to 2023. 

Production: Diachronic 

productivity and keywords. 

RQ2: What are the most relevant sources of 

annual scientific output on face recognition 

technologies and privacy in the period 2000 to 

2023? 

To identify the most relevant sources of 

annual scientific output on face recognition 

technologies and privacy in the period 2000 

to 2023. 

Collaborative: Most prolific 

authors and most collaborative 

network  

RQ3: What is the scientific output in countries 

on face recognition technologies and privacy 

in the period 2000 to 2023? 

Identify the scientific production in countries 

on face recognition technologies and privacy 

in the period 2000 to 2023. 

Visibility: Most productive 

journals on the topic and most 

productive countries. 

RQ4: Which are the 10 institutions that stand 

out in scientific production on face recognition 

technologies and privacy in the period 2000 to 

2023? 

Identify the 10 institutions that stand out in 

the scientific production of face recognition 

technologies and privacy in the period 2000 

to 2023. 

Visibility: Most cited 

documents and keywords 

RQ5: What are the 10 most cited papers on 

face recognition technologies and privacy in 

the period 2000 to 2023? 

Identify the 10 most cited papers on face 

recognition technologies and privacy in the 

period 2000 to 2023. 

Collaborative: Most prolific 

countries. 

RQ6: What are the most commonly used 

words in the scientific output on face 

recognition technologies and privacy in the 

period 2000 to 2023? 

Identify the most used words in the scientific 

production on face recognition technologies 

and privacy in the period 2000 to 2023. 

Visibility: Most cited 

documents and keywords 

RQ7: What is the collaborative network of 

authors publishing on face recognition 

technologies and privacy in the period 2000 to 

2023? 

Identify the collaborative network of authors 

publishing on face recognition technologies 

and privacy in the period 2000 to 2023. 

Collaborative: Most prolific 

authors and most collaborative 

network 

RQ8: What are the most prominent topics in 

the scientific output on face recognition 

technologies and privacy in the period 2000 to 

2023? 

Identify the topics that stand out in the 

scientific production on face recognition 

technologies and privacy in the period 2000 

to 2023. 

Collaborative: Most prolific 

authors and most collaborative 

network 

In this sense, it can be seen that the credibility of the present study is supported by: 
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• The selection of the two most representative multidisciplinary databases. 

• The clear and precise identification of the search formula. 

• Use of specialized software - bibliometrix.  

• Quantitative and qualitative analysis of the scientific production. 

3 Results  

Annual Scientific Production 

Figure 1 a) shows the scientific production in Scopus and Figure 1 b) corresponds to the Web of Science. 

In the first case, the oldest article corresponds to 2000. In the second case, this has been the case since 

2011. In the period 2016 to 2019, the production in the 2 selected databases was incipient. The analysis 

shows that there is a trend towards an increase from 2020. This result coincides with the period of the 

COVID-19 pandemic. 

 

Figure 1: a) Scientific Production in Scopus 

 

Figure 1: b) Scientific Production in WoS 
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Most Productive Sources 

Table 3 shows that the journal Computer Law and Security Review has an H-index of 49, belongs to 

quartile 1, and has been registered in Scopus since 1985. The subject areas of the journal are Business, 

Management and Accounting, Computer Science, and Law. Likewise, the journal IFIP Advances in 

Information and Communication Technology has an H-index of 60, belongs to quartile 3, and has been 

registered in Scopus since 2000. The subject area of the journal is Computer Science and Decision 

Sciences. Similarly, the journal Government Information Quarterly has an H-index of 123, belongs to 

quartile 1 and has been registered in Scopus since 1984. The subject area of the journal is Social 

Sciences. 

Table 4 shows that the journal Computer Law & Security Review has an Impact Factor of 2.9, 

belonging to quartile 1 in SSCI (Social Sciences Citation Index). The first record of the journal in this 

database was in 2014. Likewise, the journal Government Information Quarterly has a 7.8 Impact Factor, 

it belongs to quartile 1 in SSCI (Social Sciences Citation Index). The journal was first registered in 1997. 

Table 3: Most Productive Sources in Scopus  

N Sources Documents 

1 Facial Recognition Technology: Best Practices, future uses and Privacy Concerns 9 

2 Computer Law and Security Review 4 

3 IFIP Advances in Information and Communication Technology 3 

4 Privacy, Technology, and the Criminal Process 3 

5 Acm International Conference Proceeding Series 2 

6 Data and Policy 2 

7 Government Information Quarterly 2 

8 Lecture Notes in Computer Science (Including Subseries Lecture Notes in Artificial 

Intelligence and Lecture Notes in Bioinformatics) 

2 

9 Surveillance and Society 2 

10 14th Cmi International Conference - Critical ICT Infrastructures and Platforms, Cmi 

2021 - Proceedings 

1 

Table 4: Most Productive Sources in WoS 

N Sources Documents 

1 Computer Law & Security Review 4 

2 Government Information Quarterly 2 

3 Texas Law Review 2 

4 Ai & Society 1 

5 Air & Space Law 1 

6 Alternative Law Journal 1 

7 American Journal of Medical Genetics Part C-Seminars in Medical Genetics 1 

8 Applied Sciences-Basel 1 

9 Boston University Law Review 1 

10 British Journal of Criminology 1 

Country Scientific Production 

Figure 2(a) shows the scientific output of the Scopus database. The United States stands out and occupies 

the first place. Australia, China, and India have the characteristics that they share second place. Canada 

is in third place. It can also be seen that South Africa, Portugal, Mexico, Ireland, France, Brazil, and 

Argentina are starting their interest in the topic of facial recognition technology and privacy. 
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Figure 2(b) shows the scientific output in the Web of Science. The United States is in first place. It 

can be seen that Australia, China, and Canada will increase their output in the coming years. In addition, 

Saudi Arabia, Mexico, Malaysia, France, and Denmark are starting to take an interest in the topic of 

facial recognition technology and privacy. 

 

Figure 2: a) Country Scientific Production in Scopus 

 

Figure 2: b) Country Scientific Production in WoS 

Most Relevant Affiliations 

Table 5 shows the 10 institutions that stand out for their scientific production on face recognition 

technology and privacy. It can be seen that Stanford University stands out in the two databases that were 

compared. In the case of WoS, there is a slight distance in the amount of scientific production. In the 

case of Scopus, this is not observed because the results between the institutions are very close. 
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Table 5: Comparison 

Scopus WoS 

Affiliation Documents Affiliation Documents 

University of Ontario Institute of Technology 8 Stanford University 10 

University of Monastir 6 Monash University 4 

Monash University 5 University California San 

Francisco 

4 

Ucsi University 5 University St Gallen 4 

University of Toronto 5 Katholieke University Leuven 3 

Hong Kong University of Science and 

Technology 

4 Sun Yat Sen University 3 

Huazhong University of Science and 

Technology 

4 Sungkyunkwan University 3 

University of California 4 University Gothenburg 3 

University of Chicago 4 University Nevada 3 

University of Gothenburg 4 Australian Natl University 2 

Most Global Cited Documents 

Table 6 lists the 10 most cited papers on facial recognition technology and privacy available in the 

Scopus database. The most cited is entitled Our Biometric Future: Facial Recognition Technology and 

the Culture of surveillance. Published in 2011, it argues that the incorporation of biometrics is a reality 

and that privacy will have to be adapted to security measures. This is necessary to avoid situations similar 

to the fateful event that occurred on 11 September in the United States with the attack on the Twin 

Towers (Turley, 2020). 

Table 7 lists the 10 most cited papers on facial recognition technology and privacy that are available 

in the Web of Science database. The most cited is entitled Facial recognition technology can expose 

political orientation from naturalistic facial images Facial recognition technology can expose political 

orientation from naturalistic facial images. Published in 2021, it focuses on the identification of political 

orientation from facial recognition, an interaction that should not neglect privacy protection. 

The most productive author in the two selected databases is Genia Kotska. Her research includes the 

book Between Security and Convenience: Facial Recognition Technology in the eyes of citizens in 

China, Germany, The United Kingdom, and The United States, which has 38 citations in Scopus and 28 

citations in WoS. 

Table 6: Documents in Scopus  

Titles DOI Total 

Citations 

Our biometric future: Facial recognition technology and the culture of surveillance NA 232 

The Death of Privacy? 10.2307/1229519 205 

Cancelable biometrics realization with multispace random projections 10.1109/TSMCB.2007.903538 135 

Facial recognition technology can expose political orientation from naturalistic 

facial images 

10.1038/s41598-020-79310-1 56 

Urban surveillance and panopticism: Will we recognize the facial recognition 

society? 

10.24908/ss.v1i3.3343 49 

Privacy Preserving Face Recognition Utilizing Differential Privacy 10.1016/j.cose.2020.101951 46 

Assisting Users in a World Full of Cameras: A Privacy-Aware Infrastructure for 

Computer Vision Applications 

10.1109/CVPRW.2017.181 46 

The ethical application of biometric facial recognition technology 10.1007/s00146-021-01199-9 38 

Between security and convenience: Facial recognition technology in the eyes of 

citizens in China, Germany, the United Kingdom, and the United States 

10.1177/09636625211001555 38 

Ethical aspects of facial recognition systems in public places 10.1108/14779960480000246 37 
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Table 7: Documents in WoS 

Titles DOI Total 

Citations 

Facial recognition technology can expose political 

orientation from naturalistic facial images 

10.1038/s41598-020-79310-1 44 

The ethical application of biometric facial 

recognition technology 

10.1007/s00146-021-01199-9 32 

Between security and convenience: Facial 

recognition technology in the eyes of citizens in 

China, Germany, the United Kingdom, and the 

United States 

10.1177/09636625211001555 28 

Surveillance Policy Making by Procurement NA 28 

"I Don't Want Someone to Watch Me While I'm 

Working": Gendered Views of Facial Recognition 

Technology in Workplace Surveillance 

10.1002/asi.24342 23 

Facial Recognition Technology: A Primer for 

Plastic Surgeons 

10.1097/PRS.0000000000005

673 

20 

Live Facial Recognition: Trust and Legitimacy as 

Predictors of Public Support for Police use of New 

Technology 

10.1093/bjc/azaa032 18 

Say cheese! Privacy and facial recognition 10.1016/j.clsr.2011.09.011 13 

"All the Better to See You with, My Dear": Facial 

Recognition and Privacy in Online Social Networks 

10.1109/MSP.2013.22 11 

Olympian Surveillance: Sports Stadiums and the 

Normalization of Biometric Monitoring 

NA 9 

Word Cloud 

Figure 3 (a) shows the most frequently used words in the scientific production in Scopus. The use of the 

words privacy, facial recognition, surveillance, security, data protection, biometrics, policing, privacy 

concerns, human rights, law enforcement, personal data, and technology stands out (Dokmanović & 

Cvetićanin, 2023). 

Figure 3(b) shows the most frequently used words in scientific production in the Web of Science. 

The use of the words facial recognition technology, privacy, surveillance, data protection, security, 

artificial intelligence, policing, human rights, civil law, criminal law and ethics, law, legitimacy, public 

opinion, smart cameras, technology, and trust stand out. 

 

Figure 3: a) Word Cloud in Scopus 
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Figure 3: b) Word Cloud in WoS 

Collaboration Network 

Figure 4 a) shows the collaboration between authors who published their scientific output in Scopus. It 

can be seen that in the red cluster, the authors Liu J., Wang M. and Chen W. interact. In the blue cluster, 

authors Kostka G., Meckel M., and Steinacker I. interact. In the green cluster interact authors Kasturi 

R., Mohanty P., and Sarkar S. 

Figure 4 b) shows the collaboration between authors who published their scientific output on the Web 

of Science. It can be seen that in the red cluster, the authors Kotska G., Meckel M., and Steinacker I. 

interact. In the green cluster interact authors Anderton J, Claes P, Cook-Deegan R, Doerr M, and Evans 

BJ. In the pink cluster interact authors Aboujaoude E, Boscardin WJ, Brown JEH, and Hallgrímsson B. 

In the grey cluster interact authors Bragias A, Fleet R, and Hine K. 

 

Figure 4: a) Authors in Scopus 

 

Figure 4: b) Authors in WoS 
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Identification of the topics according to the scientific production of the 2 selected databases. Table 8 

contains the classification of the themes according to the scientific production of Scopus and Web of 

Science. Authors related to the common themes are recognized. This information will allow us to go 

deeper into the topic of facial recognition technology and privacy. It will also help to identify future 

lines of research. 

Table 8: Common Themes 

Subject Authors 

Police and surveillance use (Dauvergne, 2022; Hutchins & Andrejevic, 2021; Eneman et al., 2022; 

Murphy & Estcourt, 2020; Daly, 2017).  

Ethical and privacy 

concerns 

(Palmiotto & Gonzalez, 2023; Santos & Rapp, 2019; Nam, 2020; De Vries & 

Schinkel, 2019; Faraldo Cabana, 2023). 

Legal regulation and 

policy frameworks 

(Sarabdeen, 2022; Chan, 2021; Wilkinson, 2020; Froomkin, 2000; Teoh & 

Yuang, 2007). 

Public attitudes and 

perceptions 

(Bragias et al., 2021; Katsanis et al., 2021; Yang et al., 2021; Shaikh & Moran, 

2024; Duckworth & Krieger, 2021).  

Commercial and retail 

uses 

(Wang et al., 2023; Pantano et al., 2023; Feng & Xie, 2019). 

Justice and guaranteeing 

rights 

(Das et al, 2017; Shao et al., 2021). 

Table 9 shows the authors' opinions on the use of facial recognition technologies and human rights. 

These opinions help to identify the relevance of the topic and the ethical and legal concerns regarding 

the regulatory gaps in different countries. 

Table 9: Authors' Opinions 

Country  Opinions Authors 

China High public acceptance. Less privacy concerns. Learn-by-

doing regulatory approach. 

(Kostka et al., 2023; Shi et al., 

2024) 

European Union Strict regulatory approach. Strong protection of personal 

data. Tendency to restrict the use of facial recognition 

technology. 

(Montasari, 2024; 

Kavoliūnaitė-Ragauskienė, 

2024) 

United States Self-regulatory approach. Concern for privacy and civil 

rights. Regulation in public and private sectors. 

(Kiotska et al., 2023; Chen & 

Wong, 2023) 

United Kingdom Middle ground on public acceptance. Balance between 

security and privacy. 

(Kostka et al., 2023) 

Germany Low public acceptance. Strong emphasis on privacy 

protection. 

(Kostka et al., 2023) 

Saudi Arabia Adoption for public services and surveillance. Less 

concern for privacy than in the West. 

(Alqarni et al. 2023) 

South Korea Increasing use of recognition technology. Need to improve 

data protection legislation. 

(Kim et al., 2023) 

Ukraine  Use of facial recognition technology in the context of war. 

New ethical and privacy challenges. 

(Espindola, 2023) 

4 Discussion 

About the surveillance factor, there is research that identifies the potential danger of using facial 

recognition technologies for surveillance. It is argued that there is a tendency towards discriminatory 

practice and infringement of civil rights. It is also reported that biometric surveillance has been 

implemented in stadiums and that this generates controversy in terms of respecting the privacy of each 
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individual. In the same vein, it is mentioned that there is a need to standardize legislation to preserve the 

balance between security and privacy protection (Raposo, 2024; Dauvergne, 2022; Daly, 2017; Stark et 

al., 2020).  

From the literature review, these authors are recognized because their arguments represent the 

starting point for the regulation of the use of facial recognition technologies. Understandably, the 

authorities implement guidelines to protect the community from various crimes; however, it is necessary 

to remember that every action has limits. In this case, the main limit is privacy, which should not be 

violated by the misuse of this technology (Kosinski, 2021; Smith & Miller, 2022).  

The European Court of Human Rights has ruled that the use of facial recognition technologies is 

incompatible with human rights. Likewise, there is research that specifies that images are a latent risk to 

people's privacy. In light of this, authors argue that the use of technologies should not promote the 

denaturalization of the presumption of innocence (Palmiotto & Gonzalez, 2023; Faraldo Cabana, 2023).  

In this respect, a new concern arises among the authors about the presumption of innocence. It is 

important to recognize that society requires peace and tranquillity, but this must be in balance with the 

fundamental rights and constitutional guarantees that each country recognizes in the face of charges for 

the alleged commission of a crime. To hold otherwise could affect the dignity of the person (Haider 

AbdAlkreem et al., 2024). 

In this vein, research has identified that current laws are not adequate to regulate and sanction cases 

arising from facial recognition technologies. Laws and biometrics do not strike a balance between 

security and privacy. This is because there are no internal policies in countries to identify the risks and 

benefits for society. It is advisable to disseminate the advantages and disadvantages of the use of this 

technology to the population. Only in this way will it be possible to act against the violation of rights 

(Li et al., 2023; Sarabdeen, 2022; Chan, 2021; Froomkin, 2000; Teoh & Yuang, 2007; Kim et al., 2023).  

Public perception regarding the implementation of facial recognition technologies is important to 

consider to build trust and transparent use for the benefit of the community. In the health sector, the 

patient must be aware of the benefits derived from this technology. The media can contribute to the 

dissemination of the limits of its use (Kostka et al., 2021; Bragias et al., 2021; Katsanis et al., 2021; 

Yang et al., 2021; Shaikh & Moran, 2024).  

From a commercial perspective, it is important to note that there is research that considers it essential 

to incorporate a method for the use of facial recognition technologies. Also, it is up to the user to decide 

on his or her protection against possible privacy violations (Kostka et al., 2023; Wang et al., 2023; 

Pantano et al., 2023; Feng & Xie, 2019; Zuo et al., 2019; Buckley & Hunter, 2011; Boo & Chua, 2022; 

Andrejevic & Volcic, 2021). 

The rise of facial recognition technologies is notorious. This gives rise to due attention to 

cybersecurity and criminal justice protection from attacks by criminals. It is important to ensure that 

there is an effective state response to rights violations in the country (Ringel & Reid, 2023; Das et al., 

2017; Shao et al., 2021; Greiffenhagen et al., 2023; Yang et al., 2023).  

From the literature review, it is clear that several countries are in legal and ethical disputes over the 

issue of facial recognition technology and human rights.  

In the United States, there is an ongoing debate about the effectiveness of facial recognition 

technology and the protection of civil rights, which is why there is a need for stricter regulation in order 

to protect the privacy of citizens (Chen & Wang, 2023; Kostka et al., 2023). 
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In the European Union, there is also strict regulation related to privacy protection. There is an ongoing 

debate between the use of facial recognition technology and respect for human rights (Montasari, 2024; 

Kavoliūnaitė-Ragauskienė, 2024). 

In the UK, an intermediate position emerges and the debate includes the identification of ethical and 

legal boundaries in the use of facial recognition technologies (Kostka et al., 2023). 

China is characterized by the widespread use of facial recognition technologies for surveillance. This 

situation raises international concerns about the protection of human rights (Kostka et al., 2023; Shi et 

al., 2024; Weber et al., 2020). 

In Ukraine, the use of facial recognition technology in the context of war can be seen, as a situation 

that gives rise to new conflicts about the international protection of human rights (Espindola, 2023).  

In South Korea, there is a need to improve legislation to establish a balance between the use of facial 

recognition technologies and human rights (Kim et al., 2023).  

In relation to developing countries, it is recorded that legislations are not consolidated for the 

implementation of the use of facial recognition technologies, so there is a likelihood of cases of human 

rights violations (Dauvergne, 2022). 

Thus, it can be seen that the common denominator in the countries mentioned in Table 9 is the 

protection of human rights in the use of facial recognition technologies; however, there are new 

challenges related to national security, freedom of expression, and the abuse of technology by 

governments. It is important to take this into account to strengthen democracy in society. 

5 Conclusion 

It was found that scientific production on facial recognition technologies and privacy has increased since 

2020 and that they are found in books or articles in high-impact journals. 

The United States leads in scientific production in the Scopus and Web of Science databases. 

Stanford University is the most prominent institution. The most cited document is the book entitled Our 

biometric future: Facial recognition technology and the culture of surveillance, published in 2011. Genia 

Kotska is the most cited author in the 2 selected databases. 

The most used words in the 2 selected databases are privacy, surveillance, data protection, security, 

policing, and technology. The collaborative network between authors in Scopus is formed by Liu J., 

Wang M. and Chen W; Kostka G., Meckel M. and Steinacker I.and Kasturi R., Mohanty P. and Sarkar 

S. For Web of Science it is Anderton J, Claes P, Cook-Deegan R, Doerr M and Evans BJ; Aboujaoude 

E, Boscardin WJ, Brown JEH and Hallgrímsson B and Bragias A, Fleet R and Hine K. 

The themes of scientific output in the 2 selected databases were identified as surveillance, ethics and 

privacy, legal regulation, public perceptions, commercial use, and justice and the guarantee of rights. 

The implementation of facial recognition technologies is optimal. Research supports their presence 

because they provide surveillance of the population. However, there is still a legal and ethical debate as 

the protection of human rights is not standardized. Privacy is a right that could be affected by the misuse 

of this technology. 

The effectiveness of facial recognition technologies at the contractual level is proposed as a future 

line of research. There is a need to understand their application for staff working and being productive 

from home or remotely. 
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